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Recently, it has become a trend to construct a thermal environment with human thermal comfort. The advantage of human thermal
comfort is that we could adjust the environment through the thermal sensation of human. Since human thermal comfort is influenced
by several factors such as environmental temperature, environmental humidity, airflow, mean radiant heat, and so on, it is usually
difficult to be directly evaluated. This paper proposes a method of estimating subjective thermal comfort and objective thermal
comfort using CNN by RGB image data, thermal image data, and sensor data. We built a pipe-type booth in a room with a small air
conditioner, two heaters, a humidifier, and a dehumidifier to acquired learning data, and we trained CNN under six different learning
patterns to estimate thermal comfort. We found that image data is conducive to estimate subjective thermal comfort, and sensor data
is conducive to estimating objective thermal comfort.

CCS Concepts: • Human-centered computing → Ubiquitous and mobile computing design and evaluation methods.
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1 INTRODUCTION

Human thermal comfort is defined as a human’s psychological satisfaction with the current thermal environment by
American Society of Heating, Refrigerating and Air-Conditioning Engineers (ASHRAE) [1]. In an indoor environment,
this satisfaction could be evaluated by the PMV model which is proposed by Fanger in 1970 [2]. PMV model, as shown
in Table 1, claims the human’s thermal sensation is expressed to a 7-level scale from−3 to 3. The positive scale indicates
the level of human discomfort to the heat of indoor environment, and the negative scale indicates the level of human
discomfort to the cold of indoor environment. The Neutral level means that the person in a room is comfortable.
However, human thermal comfort could be divided into subjective thermal comfort and objective thermal comfort
according to the acquisition method. The subjective thermal comfort is obtained by answering a questionnaire about
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the current thermal sensation. On the other hand, the objective thermal comfort is calculated by the PMV formula
from six parameters: metabolic rate, clothing insulation, mean radiation temperature, mean wind velocity, indoor
mean temperature, and indoor relative mean humidity.

An ideal thermal environment is an environment in which the factors such as environmental temperature and envi-
ronmental humidity could automatically adjust along with the human thermal comfort. In order to construct a thermal
environment such as a smart room or smart office, it is essential to estimate human thermal comfort appropriately. It
seems to be able to do estimation from wearable sensor data and environment sensor data easily. However, it might
cause a problem in daily life that the user usually answers the subjective thermal comfort by the questionnaire and
that it usually wears a large number of sensors on the body for calculating the objective thermal comfort. Considering
the convenience of utilization in daily life, we presented two methods of estimating human thermal comfort: using a
small number of wearable sensors and using cameras. Since estimating human thermal comfort with a small number
of wearable sensors has already been proposed in the reference [3], we only discuss the method with cameras in this
paper.

With rapid development in the computer vision field, it is possible to recognize a target from the image data us-
ing deep learning models more accurately. Significantly, the convolutional neural network (CNN) was noticed by
researchers; AlexNet, VGG, ResNet, DenseNet were proposed successively after LeNet [4]. This paper presented a
method to estimate subjective thermal comfort and objective thermal comfort through image data processed by the
CNN model. And, since wearable sensors and environmental sensors are helpful for the estimation of human thermal
comfort [3], we also verified how sensor data improves the estimation accuracy of human thermal comfort.

2 RELATED RESEARCH

Because thermal manikin could simulate human’s thermal characteristics in the condition of wearing clothes, it has
been widely used to evaluate the thermal environment in the past [5]. And, it is possible to calculate objective thermal
comfort by controlling skin surface temperature of thermal manikin [6]. As image processing technology getting ma-
ture, a non-contact measurement method using thermal image was proposed. However, the parameters of PMV model
cannot be acquired from thermal image. Gradually, the acquisition of human thermal comfort has been changed from
calculating human thermal comfort to estimating human thermal comfort. For example, Ghahramani et al. developed
a monitoring system of human thermal comfort with infrared thermography of the face [7]. Besides, machine learning
is also applied to estimation. Li et al. collected temperature data of different parts of face from thermography, and
estimated thermal comfort by letting Random Forest learn the combinations of the temperature of different parts of
face [8]. Burzo et al. extracted the features from thermography by k-means and estimated human thermal comfort of
a three-level scale of "hot," "neutral," and "cold" in three models of Decision Tree, k-NN, and Simple Bayes [9]. And
in recent research, Maia et al. predicted horse thermal comfort to two class of "comfort" and "discomfort" by machine
learning [10].

3 PROPOSED METHOD

This paper proposed a CNN model to estimate the human thermal comfort in an indoor environment. We acquired the
RGB image data, thermal image data, and sensor data that could reflect the biological information of the human body
as the learning data of the model. We also gathered correct labels of subjective thermal comfort data and objective
thermal comfort data. And a pre-learning model, ResNet50, was used to extract features from the image data.
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3.1 Acquisition of Learning Data

The RGB images for learning data are acquired by a webcam of Logicool Co Ltd., and the thermal images are acquired
by Lepton module of FLIR Systems Inc. In general, training CNN model requires a large amount of image data. For
example, the first CNN model, LeNet, was trained 60 thousand handwritten number images [11]. One of the most
famous CNN models, ResNet, used approximately 1.28 million images [12]. In this study, it is impossible to acquire
such enormous image data, so data augmentation is carried out for increasing image data. There are mainly three
sorts of data augmentation for images: affine transformation, RGB conversion, and noise injection [13]. Since RGB
conversion cannot be used for thermal images, Reflection, Translation, and Gaussian Noise Injection were chosen for
making the augmented images. The instance of the augmented images is shown in Figure 7.

As for sensor data, we used NTC thermistors, heart rate sensor, temperature and humidity sensor, and wind velocity
sensor to acquire skin surface temperature (4 places of human body), heart rate, environmental temperature, environ-
mental humidity, and mean wind velocity. Considering that the individual differences would affect human thermal
comfort, BMR (basic metabolic rate), calculated by four data (weight, height, age, sex), was added to the learning data.
Since the quantity of features of the sensor data is less than the image data, we calculated the mean value and variance
value of 10 samples of data (about 3 minutes) before the measurement time for all sensor data, and adds them to the
learning data set at measurement time. Thus, features of learning data of sensor data are extended from 12 dimensions
to 30 dimensions.

3.2 Acquisition of Correct Labels of Subjective Thermal Comfort

Correct labels of the subjective thermal comfort are acquired from the answers of a thermal comfort questionnaire.
However, since most people do not know the word "human thermal comfort," when they are asked: "What is your level
of human thermal comfort?" it seems a bit difficult to answer. In contrast, the question "How many degrees do you
want to increase or decrease about current room temperature?" could be understood even if people do not know about
human thermal comfort or the PMV model. By setting seven options of this question from −3 to 3, the answer could
correspond to the 7-level scale of the PMV model. We also developed an interface with Tkinter, a python library, to
obtain the answers of this question in real-time during the experiment. The screenshot of the interface which is named
as "PMV Questionnaire" is shown in Figure 1. The answer would be selected by experiment’s participants in the check
box next to "The Temperature Degrees Desiring to Change."

3.3 Acquisition of Correct Labels of Objective Thermal Comfort

Correct labels of objective thermal comfort are calculated by PMV formula. PMV formula is given by Equation 1:

𝑃𝑀𝑉 = [0.303 ∗ e−0.036𝑀 + 0.028] [(𝑀 −𝑊 ) − 3.05 ∗ 10−3 [5733 − 6.99(𝑀 −𝑊 ) − 𝑃𝑎]

−0.42[(𝑀 −𝑊 ) − 58.15] − 1.7 ∗ 10−5𝑀 (5867 − 𝑃𝑎) − 0.0014𝑀 (34 − 𝑡𝑎) − 3.96 ∗ 10−8

𝑓𝑐𝑙 [(𝑡𝑐𝑙 + 273)4 − (𝑡𝑟 + 273)4] − 𝑓𝑐𝑙ℎ𝑐 (𝑡𝑐𝑙 − 𝑡𝑎)] (1)

where M is metabolic heat production, W is external mechanical work of human (generally 0), 𝑃𝑎 is atmospheric
pressure, 𝑡𝑎 is environmental temperature, RH is the relative environmental humidity, 𝑓𝑐𝑙 is the clothing area factor,
𝑡𝑐𝑙 is the surface temperature of clothing, 𝑡𝑟 is the mean radiation temperature, and ℎ𝑐 is the thermal convection
coefficient. M is generally described as Mets, and 1 Mets could be converted to 58.2𝑊 /𝑚2 heat. 𝑃𝑎 is calculated by
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Fig. 1. PMVQuestionnaire Interface

Equation 2:

𝑃𝑎 = (𝑅𝐻/100 ∗ e−(18.6686−4030.18/(𝑡𝑎+235)) ) (2)

where RH is the the relative environmental humidity. 𝑡𝑎 and RH could be measured by temperature and humidity
sensor. 𝑓𝑐𝑙 is given by Equation 3:

𝑓𝑐𝑙 =
 1.00 + 1.29 ∗ 𝐼𝑐𝑙 (𝑖 𝑓 𝐼𝑐𝑙 ≤ 0.078𝑚2𝑘/𝑤)

1.05 + 0.645 ∗ 𝐼𝑐𝑙 (𝑖 𝑓 𝐼𝑐𝑙 > 0.078𝑚2𝑘/𝑤) (3)

where 𝐼𝑐𝑙 is the insulation of the clothing ensemble. 𝐼𝑐𝑙 is generally written in the form of clo value, where 1 clo could
be converted to 0.0155𝑚2k/w. 𝑡𝑐𝑙 is given by Equation 4:

𝑡𝑐𝑙 = 35.7 − 0.028 ∗𝑀 − 𝐼𝑐𝑙 ∗ [3.96 ∗ 10−8 𝑓𝑐𝑙 [(𝑡𝑐𝑙 + 273)4 − (𝑡𝑟 + 273)4] − 𝑓𝑐𝑙ℎ𝑐 (𝑡𝑐𝑙 − 𝑡𝑎)]] (4)

Unlike to other equations, when we input other parameters in Equation 4, we would obtain a one-variable quartic
equation, and 𝑡𝑐𝑙 is the solution of the equation. In order to simplify the calculation, we directly measured 𝑡𝑐𝑙 with an
NTC thermistor. 𝑡𝑟 is the median of the background temperature of thermal image. ℎ𝑐 is given by Equation 5:

ℎ𝑐 =
2.38 ∗ (𝑡𝑐𝑙 − 𝑡𝑎)0.25 (𝑖 𝑓 2.38 ∗ (𝑡𝑐𝑙 − 𝑡𝑎)0.25 > 12.1(𝑣𝑎𝑟 )0.5)

12.1(𝑣𝑎𝑟 )0.5 ∗ 𝑣𝑎𝑟 (𝑖 𝑓 2.38 ∗ (𝑡𝑐𝑙 − 𝑡𝑎)0.25 < 12.1(𝑣𝑎𝑟 )0.5) (5)

where 𝑣𝑎𝑟 is the mean wind velocity. And, 𝑣𝑎𝑟 is measured by wind sensor.

3.4 CNN Approach

The structure of the CNNmodel for learning image data and sensor data is shown in Figure 2. The structure of the CNN
model for only learning image data is shown in Figure 3. In the two models, RGB image data and thermal image data
are transformed to the shape of 3×224×224 and input to ResNet50 in convolution layers. As the output of convolution
layers, RGB image data and thermal image data are extracted as the features of the shape of 7×7×2048, respectively.
The outputs are connected and goes to global average pooling layer. Then, image data are output as the features of
the shape of 1×1×4096. So far, the two models have the same structure, but there will be some differences afterwards.
In order to combine image data features and sensor data features, we used two fully connected layers in Figure 2. The
fully connected layer 1 learns the features of image data and yields an 1×30 output. The fully connected layer 2 learns
the output of fully connected layer 1 and sensor data features and outputs the final result(human thermal comfort).
Since the model in Figure 3 does not need to correspond to sensor data input, it just used one fully connected layer to
output the final result.

4



A Human Thermal Comfort Level Estimating Method
Using Thermal Image and Sensor Data Woodstock ’18, June 03–05, 2018, Woodstock, NY

　

������

����	
�	��

��	���

��

��

������

����	
�	��

��	���

�

�

����

�	����������������

�� ��
	 �
�� �


��

��

��

��

��

��

��

��

��

�

� � ����

��������	

��	���������	

����������	
��

����	��

����	��

�������

��������

����
��

�

� � ����

����������	
��

����������	
��

�
�

�

�
� �

� � � � �

Fig. 2. CNN Structure While Estimating Thermal
Comfort Using Image Data and Sensor Data
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Fig. 3. CNN Structure While Estimating Thermal
Comfort Using Image Data

　
Table 1. 7-Level Scale of PMV Model

Scale Language Expression

+3 Hot
+2 Warm
+1 Slightly warm
0 Neutral
−1 Slightly cool
−2 Cool
−3 Cold

Table 2. Learning Pattern

Learning Pattern Leaning Data Correct Label

Pattern 1 Image Data and Sensor Data 7-Level Answered PMV
Pattern 2 Image Data 7-Level Answered PMV
Pattern 3 Image Data and Sensor Data 3-Level Answered PMV
Pattern 4 Image Data 3-Level Answered PMV
Pattern 5 Image Data and Sensor Data Calculated PMV
Pattern 6 Image Data Calculated PMV

3.5 Learning Patterns

In this paper, there are two configurations of learning data: image data and sensor data, image data only; the correct
label of human thermal comfort has two forms: 7-level answered PMV value and calculated PMV value; therefore,
four learning patterns could be compounded from learning data and the correct labels. If the environmental conditions
are difficult to control, we may not be able to divide the thermal comfort into 7 levels. In this case, it is impossible to
estimate the 7-level answered PMV value correctly. As a reference, we added a 3-level answered PMV value label to the
correct label of subjective thermal comfort. The 3-level answered PMV value could simplify the expression of thermal
comfort to cold, neutral and hot. Specifically, we converted the positive scale of the PMV model to 3 and the negative
scale to −3. Then, we obtained six learning patterns, as shown in Table 2.

4 EXPERIMENT

4.1 Experimental Environment

In order to acquire to data conveniently, we build a 1.5m×1.5m×2.0m pipe-type booth, in which two heaters, a cooler, a
humidifier, and a dehumidifier were put, shown as Figure 4. This helps us to obtain data fastly on various environmental
conditions. RGB camera and thermal camera are installed in front of where the participant sits. A temperature and
humidity sensor and a wind sensor are fixed on a table with tape. The participants, who are attached with NTC
thermistors at 5 locations(left leg, right leg, left arm, right arm, right thigh) and a heart beat sensor at right hand’s
little finger, will be asked to stay in the booth when image data and sensor data is acquired. Participants could choose
an activity during the experiment, while the environmental temperature and humidity are constantly changed. The
location of the cameras, environmental sensors and wearable sensors are shown in Figure 5.

Cooler, heater, humidifier, and dehumidifier have only two output modes respectively: on and off. So the environ-
ment controls in this paper is roughly divided into four situations: simultaneous turning heater and humidifier on,
simultaneous turning heater and dehumidifier on, simultaneous turning cooler and humidifier on, and simultaneous
turning cooler and dehumidifier on.
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Fig. 4. Experimental Environment
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Fig. 5. The Locations of Wearable sensors, environmental
sensors, and cameras
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Fig. 6. Changes of the Environmental Temperature and En-
vironmental Humidity in the Experiment of a Participant
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Fig. 7. Instance of Data Augmentation

4.2 Experiment Description

The participants will be asked to rest for 10 minutes before the experiment start, and during this time they could fill
their name, private information, Mets, clo value, the degree of temperature desiring to change in PMV questionnaire
interface. Mets and Clo value could be refered to the energy expenditure of the activities table and the guideline for
clo value [15–18]. However, participants are not allowed to change their activity and clothes during the experiment.

Since it takes time when the temperature and humidity in the booth being stable, the measurement time for each
pattern is set to 15minutes, and image data and sensor data was acquired at 20-second intervals during that time. Corre-
spoding to four situations of environment controls, four measurements will be conducted during experiment. Figure 6
shows changes of the environmental temperature and environmental humidity in the experiment of a participant.

In the experiment, if participant wants to change the current environmental temperature, he or she can change
the option of "The Degree of Temperature Desiring to Change" field of interface, though the temperature will not be
modified. Above all, it usually takes one and a half hours for each participant including resting time, explanation time
for experiment, and experiment time. We obtained data from 11 participants in this paper. After the measurement, the
outliers and the other sensor data simultaneously with the outlier were removed from the acquired data set.

4.3 Learning Requirement

We obtained 1605 data from 11 participants, of which 60% were used as training data, 20% were used as validation
data, and 20% were used as test data. The training data can be increased to 3728 sets of data after data augmentation.
Even if 3728 images still do not reach the mounts of training data used in Reference [12], we used transfer learning.
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Table 3. Performance Metrics Using ResNet50

Learning Pattern Test MAE Test F1 Score

Pattern 1 1.04 0.42
Pattern 2 0.90 0.45
Pattern 3 0.85 0.76
Pattern 4 0.60 0.80

Learning Pattern Test MAE Test RMSE

Pattern 5 1.19 2.04
Pattern 6 2.67 3.58

　0 50 100 150 200 250 300
Number of Data

−5
−4
−3
−2
−1
0
1
2
3
4

An
sw

er
ed

 P
M
V

Test Answered PMV Data
Estimated Curve of Pattern 1
Estimated Curve of Pattern 2

Fig. 8. Estimation Curve for 7-Level
Answered PMV
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Fig. 9. Estimation Curve for 3-Level
Answered PMV
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Fig. 10. Estimation Curve for Calculated
PMV

Concretely speaking, the original fully connected layers of ResNet50 were cut off, and the remaining weights were
frozen [14]. That is, when training the model of Figure 2 with image data and sensor data, only the weights of Fully
Connected Layer 1 and Fully Connected Layer 2 would be updated; and, when training the model of Figure 3 with
image data, only the weights of Fully Connected Layer 3 would be updated. We also used early stopping to prevent
overfitting of the CNN model. Early stopping is a technique that returns an epoch with the minimum validation error.
We monitored Validation CEE(Cross Entropy Error) in Pattern 1 to Pattern 4 and Validation MSE(Mean Squared Error)
Pattern 5 and Pattern 6. The value of patience for all learning patterns is set to 20 epochs.

5 ESTIMATION RESULT

The estimated results of subjective thermal comfort are shown in the upper half of Table 3. Figure 8 shows the estimated
curves of the 7-level answered PMV value of subjective thermal comfort, and Figure 9 shows the estimated curves of
the 3-level answered PMV value of subjective thermal comfort. In all subjective thermal comfort learning patterns,
the estimation accuracy of Pattern 1 is the worst, and that of Pattern 4 is the best. Comparing Pattern 1 and 2 with
Pattern 3 and 4, we could know that the estimation accuracy for the 3-level answered PMV is higher than the 7-level
answered PMV. Moreover, the estimation accuracy is lower in the patterns using the sensor data from the comparison
with Pattern 2 and 4. It seems that the utilization of the sensor data was ineffective for the improvement of estimation
accuracy of the subjective thermal comfort. In Pattern 1 and 2, many labels of -1 and 1 were misestimated. We could
see the misestimated parts from the 170th data to the 240th data and the 260th data to the 320th data in the estimated
curves of Figure 8. Since the F1 score of Pattern 1 and 2 are lower than Pattern 3 and 4, it is necessary to improve the
estimation accuracy by modifying the structure of the CNN model or learning condition.

The estimated results of objective thermal comfort are shown in the lower half of Table 3, and the estimated curves
are shown in Figure 10. It seems that sensor data effectively improves the estimation accuracy of the objective thermal
comfort because both Test MAE and Test RMSE of Pattern 5 are lower than that of Pattern 6. Though Test MAE of
Pattern 5 and Pattern 6 are higher than that of Pattern 1 to Pattern 4, the estimation curves of Pattern 5 and Pattern
6 are more excellent by comparing Figure 8, Figure 9, and Figure 10. It is considered that the range of change of
objective thermal comfort is broader than that of subjective thermal comfort. Moreover, since Pattern 5 and Pattern 6
are considerably adapted to the outliers, both of two patterns are a little overfitting.
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6 CONCLUSION

This paper proposed an estimation method of subjective thermal comfort and objective thermal comfort in an indoor
environment using RGB image data, thermal image data, and nine sorts of sensor data. In our proposed method, RGB
images, thermal images, and sensor data were acquired by 11 participants in a specially prepared experimental room.
From the estimated result, the estimation accuracy of the subjective thermal comfort for the 3-level answered PMV
with the image data only is the highest. The estimation accuracy of the subjective thermal comfort for the 7-level
answered PMV was the lowest with the image and sensor data. Image data played an important role in estimating
subjective thermal comfort, and sensor data played an important role in estimating objective thermal comfort.

As our future work, the construction of the system that estimates human thermal comfort in the daily environment
using the deep learning model will be considered to evaluate the estimation method. And we will consider how to
estimate the human thermal comfort of multiple people in a room.
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