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Total and orbital density-based analyses of molecules
revealing long-range interaction regions

Masatoshi Hasebe! Takuro Tsutsumi! Tetsuya Taketsugu! Takao Tsuneda’
July 2, 2023

Abstract

Total and orbital electron densities of molecules are explored for the effect of the
long-range correction (LC) for density functional theory (DFT) exchange functionals
by comparing to the effect of the ab initio coupled cluster singles and doubles (CCSD)
method. Calculating the LC effect on the total electron densities shows that the LC
stabilises the electrons around the long-range interaction regions of kinetic energy den-
sity, which are assumed to be electrons other than free electrons and self-interacting
electrons, while the CCSD method stabilises the electrons in the long-range interaction
regions in the vertical molecular planes. As a more precise test, the LC effect on orbital
densities are compared to the CCSD effect on Dyson orbital densities. Surprisingly,
these effects are similar for the unoccupied orbitals, indicating that the LC covers the
effects required to reproduce the CCSD Dyson unoccupied orbitals. For exploring the
discrepancies between these effects on the occupied orbitals, the photoionisation cross
sections are calculated as a direct test for the shapes of the HOMOs to investigate the
differences between these effects on the occupied orbitals. Consequently, the LC clearly
produces the canonical HOMOs close to the CCSD Dyson and experimental ones, ex-
cept for the HOMO of benzene molecule that mixes with the HOMO—1 for the CCSD
Dyson orbitals. This indicates that the orbital analyses using the photoionisation cross
sections are available as a direct test for the quality of DFT functionals.

Keywords: Density Functional Theory, Long-range correction, Total density analysis,
Orbital density analysis, Quality test of functionals [
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1 Introduction

In density functional theory (DFT), long-range correction (LC)?! for the exchange function-
als is installed in major quantum chemistry calculation programs as long-range corrected
(range-separated) functionals, such as LC-X (X is a usual functional),? CAM-B3LYP,? LC-
wPBE,* wB97,° and tuned range-separation® functionals, improved the calculated chemical
properties such as charge transfer excitation energies” and high-order optical response prop-
erties.®? The quantitative orbital energies of LC-DFT,!%!3 which are given for both the
occupied and unoccupied orbitals for the first time ever, are accepted as the main reason
for dramatically improving chemical properties. The reactive orbital energy theory,!* which
discusses reactions based on orbital energy variations, is developed as an electronic theory
for reactions using quantitative orbital energies. This theory reproduces the electronic the-
ory diagrams of organic chemistry!® and reveals the one-to-one correspondence between the
orbitals of the most varied orbital energies and the intrinsic reaction coordinates (IRCs) of
the reaction processes.'® Regardless of these achievements, it is unclear how the LC modifies
DFT functionals to provide the electronic states of molecules accurately.

Electron density is gaining popularity as a property for evaluating the quality of DFT
functionals. "% Consider that the v-representability of electron density,?® which is the fun-
damental concept of DF'T that establishes the correspondence between density and potential,
implies that the quality of total electron density is equivalent to that of the corresponding
potential. Some studies have compared the calculated total electron densities for many DFT
functionals to those of the ab initio coupled-cluster singles and doubles (CCSD) method,?!
which are calculated using the coupled-perturbed method.?? Therefore, it is shown that
the gaps between calculated electron densities significantly increase for recently developed
functionals, such as semi-empirical functionals with many parameters. The electron density
difference from the CCSD result can be a good index for evaluating the quality of the func-
tionals. Actually, the applicability of DF'T functionals has often been investigated from the
viewpoint of electron density by comparing to the CCSD and higher-order results.'%!* The
local density-based quality test of DFT functionals, however, has been controversial, mainly
due to the questionable assumption that the best DFT functional should reproduce the local
electron density of the CCSD wavefunction. Chemical properties, which are usually response
properties, depend on orbitals not on total density.?? One-electron density is preferred over
total density, even for v-representability, because the Hohenberg-Kohn theorem?° establishes
the mapping to one-electron external (nuclear-electron) potential v, which acts on orbital
density.

The Dyson orbital, which is interpreted as the molecular orbital of ab initio many-electron
wavefunction methods,?* is a useful tool for analysing electronic states based on orbital den-
sity. The Dyson orbital is the one-electron wavefunction of the all-electron wavefunction,
which is calculated using the neutral- and ionised-state wavefunctions (for the details, see Sec.
2.3). The occupied and unoccupied orbital energies are defined as the minus signs of ionisa-
tion potentials and electron affinities for the Dyson orbitals, respectively. The experimental
values are well reproduced when the Dyson orbitals are used to calculate photoionisation
cross-sections in photoelectron spectra,?® indicating the high accuracy of the Dyson orbitals.
Therefore, the quality of DFT functionals can be evaluated by comparing the canonical or-
bital densities of DFT functionals to the corresponding Dyson orbital densities. This also



Figure 1: Contour plot of the ratio of the von Weizsacker kinetic energy density to the total
one, t, (0 <t, <1)in Eq. (3), for the electronic state of the furan molecule. The colour
levels are drawn to have ten equal parts. In the plot, the reddish regions, where ¢, is close to
one, indicate the self-interaction regions, while the blueish regions, where ¢, is close to zero,
show the free-electron regions. The remaining green regions are called long-range interaction
regions.

indicates that the effect of the LC on the orbitals can be discussed in terms of orbital density.

In this context, a method for analysing the electronic states of molecules based on the
von Weizsicker kinetic energy density is available?® (for details, see Sec. 2.1). Plotting the
of the von Weizsédcker kinetic energy density to the total one shows that two types of the
electronic state regions appear in molecules: one is a free-electron region for ¢, close to zero
and another is a self-interaction region for ¢, close to one, represented by blue and red regions
in Fig. 1, respectively. It should be noted that there are middle regions in green where there
are neither near ¢ bonds in the free electron regions nor atomic cores in the self-interaction
regions. They are known as long-range interaction regions, because the LC has small effects
on either ¢ bonds or atomic cores. However, as far as we know, it has yet to be confirmed
that the LC affects the electrons in the long-range interaction regions.

In this study, we investigate the LC effects on the total electron and orbital densities
of molecules by comparing them to the effects of the CCSD method, and then discuss the
availability of this analysis for evaluating the quality of DFT functionals.



2 Related theories

2.1 Kinetic energy density-based analysis and transversal physical
relation

There is a method for visually classifying the electronic states of molecule that uses the von
Weizsicker kinetic energy density, 2’

AL YL/ (1)
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where p, is o-spin electron density. This method uses the relation for self-interacting elec-
trons, which interact only with the opposite-spin electrons in the same orbitals. Therefore,
the exact kinetic energy density, 7, becomes the von Weizsicker one, 7V, in Eq. (1),

1
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Since the von Weizsacker kinetic energy density is positive definite, plotting the ratio of the
von Weizsicker kinetic energy density 7%V to the total one 7,

t,="17 (0<t,<1), (3)

where o is the spin of electrons, reveals two regions of electronic states in molecules: i.e., the
free-electron region, where electrons behave like the free electrons of transition metals, and
the self-interaction region, where electrons behave like those in hydrogen atomic orbital that
interact only with the opposite-spin electrons in the same orbitals. The electron localisation
function is developed using this relationship to identify localised electronic groups?® and
successfully determine chemical bonds and electron pairs. 3932

Interestingly, different physical relations are established for the free-electron and self-
interaction regions.?® In the free-electron regions, there is a transversal physical relation
between kinetic, exchange and correlation energies?® through the parameter-free (PF) ex-
change, 3

1
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where the values in Eq. (6), i.e., 1.5214, 0.5763, 1.1284, and 0.3183, are not semiempirical
parameters but fundamental constants. In Egs. (5) and (7), kinetic energy term 7, and
exchange energy term K, are included in the PF exchange and OP correlation functionals,
respectively. Consider that these kinetic and exchange energy terms satisfy the fundamental
conditions of kinetic and exchange energies.®> Moreover, it is proven that the PF exchange
and OP correlation functionals obey the fundamental conditions of exchange and correlation
energies for slowly-varying density. Since the electron densities of the free-electron regions are
particularly slowly-varying, there is a transversal physical relation between kinetic, exchange
and correlation energies in the free-electron regions.

In the self-interaction regions, there is also a relation derived from the density matrix for
self-interacting electrons,?%

Py = p/*(r1)py/?(r2), (8)

where p, is the density of o-spin electrons and r; is the position vector of the i-th elec-
tron. The exchange energy density €., meets the far-from-nucleus (long-range) asymptotic
behavior condition3” based on this density matrix,

L [elABDE o _pele)

2 lr — /| 2r

€xo(T) = (9)
Furthermore, the parallel-spin correlation energy density is considered to be zero for self-
interacting electrons, because the pair density matrix (the diagonal term of the second-order
density matrix) becomes zero for parallel-spin electrons.

Page(T1,T2) :% 9o (x1) po (12) = | Py (r1, 1) [] =0. (10)

In the self-interaction regions, the electron-electron interaction includes only the electron
correlation between the opposite-spin electrons in the same orbital.

This study focuses on the green regions in Fig. 1, which are included in neither free-
electron nor self-interaction regions and are found perpendicular to the ¢ bonds in the
molecular planes. These green regions are referred to as “long-range interaction regions” 36
because the LC modifies exchange functionals that give accurate exchange energies for free-
electron regions and hardly affects core orbital energies.'® However, as far as we know, the
LC has never been tested to see if it acts on electrons in this long-range interaction region.

2.2 Pseudospectral regional self-interaction correction

The regional self-interaction correction (RSIC)3® is a self-interaction correction? using the

kinetic energy density-based region-separation, which replaces the exchange energy density
with the corresponding exchange self-interaction energy density only for the regions where
t, is close to 1 (e.g., t, > 0.97). The pseudospectral (PS) RSIC!® employs the PS exchange
energy density?’ for the exchange self-interaction energy density as,

e = [1—fRS( Sle + frsts)eys (11)
el = = Z/d3r v Prexs ()X (r )/d?’r/—xﬁ‘(:,)fﬁr)v (12)



where € is a conventional exchange functional, frs is a region-separation function for clip-
ping the self-interaction regions, r and r’ are the position vectors of electrons, P,, is the
pr-component of a density matrix, and x, is the A-th atomic orbital. This correction dra-
matically improves the calculated core excitation energies of long-range corrected functionals
in time-dependent DFT calculations while maintaining the accuracy in the core ionisation
energies, and valence, Rydberg, and charge transfer excitation energies.*! Furthermore, this
correction provides accurate orbital energies for core and valence orbitals simultaneously. '
The significance of exchange self-interactions in the electronic states of molecules can be
visualised by investigating the effect of PSRSIC on electron density.

2.3 Dyson orbitals and photoionisation cross sections

The Dyson orbital is a useful tool for calculating the orbital density of ab initio many-electron
wavefunction methods.?* The occupied and unoccupied Dyson orbitals are calculated using
the neutral- and ionised-state wavefunctions as the one-electron wavefunction of a many-
electron wavefunction such as,

¢?Cycson(l‘1) = \/N/dm s drN\I[:at(r% T 7rN)‘Ijneu(r17 rg,--- >I‘N)7 (13)
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where N is the total number of electrons in the neutral system, and W, .., Vear and W, are
the wavefunctions of neutral, cation and anion, respectively. Note that the Dyson orbitals
of DFT wavefunctions correspond to the canonical orbitals, because DFT is a one-electron
theory. The corresponding occupied and unoccupied orbital energies of the Dyson orbitals
are defined as the minus signs of ionisation potentials and electron affinities, respectively.

For the Dyson orbitals, it has been reported thatthe calculated photoionisation cross-
sections accurately reproduce the experimental photoelectron spectra.?® The photoionisation
cross sections oy are calculated as?*?

N 47'('2]€Eir

2
op = — \D}f, (15)

where k is the magnitude of the photoelectron wavevector, Ej is the energy of ionising
radiation, and c is the speed of light. In Eq. (15), Di¥ is the photoelectron dipole matrix
element,

DIIqF =u <¢outermost ’I" qul> ) (16)

where u is the unit vector in the direction of the polarization of light, r is the dipole moment
operator, @outermost 1S the outermost one-electron wavefunction, which is HOMO in general,
and U¢ is the photoelectron wavefunction,

1 )
el ik-r
\Dk - (271')3/26 ) (17)
which is expressed as a sum of spherical partial waves.*?> By comparing the photoionisation
cross-sections of the Dyson orbitals to those of the canonical orbitals of DFT functionals,
the quality of these functionals can be discussed from the perspective of orbital density.



3 Computational details

Total electron density is calculated using the Kohn-Sham3%43 orbitals, which are obtained

by the LC!? for the Becke 1988 (B88) exchange®® + Lee-Yang-Parr correlation®® (BLYP)
functional (LC-BLYP) of the parameter y=0.33 and the CCSD method?' with the aug-
ce-pVTZ basis set?0 except for benzene and cc-pVTZ for benzene. To explore the self-
interaction regions, the PSRSIC*! is also applied to the LC-BLYP. The kinetic energy density
calculations are performed using the Multiwfn program.4” Furthermore, the electron density
differences are calculated using the output cube files containing the electron densities, which
are calculated for the optimum geometries of LC-BLYP. The structures, orbitals and electron
densities are illustrated using the ChemCraft program, while the contour plots are drawn
using the VESTA program.“® For the IRCs, the predictor-corrector integrator method % is
used. The above calculations are performed with the Gaussian 16 Revision A.03 program,®!
while the PSRSIC calculations are performed with the development version of the GAMESS-
US program.®?

For orbital density calculations, the Kohn-Sham calculations are performed using the LC
for the B88 exchange + one-parameter progressive correlation®* (BOP) functional (LC-BOP)
using the parameter u=0.47, with the aforementioned basis set. As highly accurate orbitals,
the Dyson orbitals in Egs. (13) and (14) are also calculated for the CCSD wavefunction.
The HF and BOP calculations are also performed for the photoionisation cross sections with
the same basis set. For the Dyson orbital of the CCSD wavefunctions, the calculations are
carried out using the equation-of-motion (EOM)-CCSD calculations in the Q-Chem program
version 6.0.%3 The photoionisation cross section calculations are performed by setting the
core charges of formaldehyde, water, benzene and cyclopentene as 0.25, 1.0, 0.15, and 0,
considering the Franck-Condon factor only for formaldehyde, in the ezDyson program.>* For
the ionisation potentials that are not provided in the references, the experimental values
given in the NIST Chemistry WebBook, SRD695° are used.



4 Results and Discussion

4.1 Long-range interaction regions in electron density

For revealing the long-range interaction from the viewpoint of electron density, the effects of
the LC on the electron density is first compared to the von Weizsacker kinetic energy density
ratio t, in Eq. (3) in the molecular planes and vertical planes of formaldehyde and benzene
molecules (Fig. 2). Figure 2 shows that the long-range interaction regions of ¢,, the greenish
regions shown in the dotted lines of the left plots, overlap well with those of the LC, the
reddish regions shown in the dotted lines of the second left plots. In both these plots, the
long-range interaction regions of ¢, are found around the perpendicular directions from the
o bonds and in-plane 7 orbitals. This supports the presence of the long-range interaction
regions in the kinetic energy densities, though this has yet to be fully established.

The effects of the PSRSIC on the electron density is also drawn in Fig. 2. Note that
the LC has often been interpreted to modify one-electron self-interaction errors, which cause
poor orbital energies.? Since the PSRSIC in Sec. 2.2 is a correction only for the one-electron
self-interaction, the correlation of the LC and one-electron self-interaction corrections is fig-
ured out by looking into the PSRSIC effect on electron density. The figure shows that the
self-interaction regions where the PSRSIC stabilises, the reddish regions pointed in the solid
lines of the second right plots, are much broader for the core regions and hardly cover the
hydrogen atoms than those of t,, the reddish regions shown in the solid lines of the left
plots. This seems inconsistent with the formulation of the PSRSIC, because the PSRSIC is
the correction only for the regions of ¢, larger than a threshold.*! However, this is attributed
to the relative sizes of the pseudospectral exchange energy density and the exchange energy
density of the substituted uncorrected DFT exchange functional for each atom. The regions
of larger exchange energy density accommodate more electrons. Therefore, the pseudospec-
tral exchange energy density is smaller than that of the uncorrected exchange functional for
hydrogen atom, while the former is larger than the latter for the core orbitals of oxygen
and carbon atoms. This is because the Becke 1988 exchange functional and other con-
ventional exchange functionals generally contain parallel-spin electron correlations.?® As a
result, this exchange functional overestimates exchange energy for hydrogen atoms, because
hydrogen atom contains only the opposite-spin electron correlation between the electrons
in the same orbital. Therefore, the plots of the PSRSIC do not completely correspond to
the self-interaction regions for the hydrogen atoms. Comparing the LC and PSRSIC effects
shows that these effects similarly move electrons from around hydrogen atoms to the valence
electron regions of carbon and oxygen atoms in the molecular planes. However, these effects
are dissimilar for long-range interaction regions far from o bonds in the molecular planes
and are opposite for long-range interaction regions in the vertical planes. This indicates that
the long-range interaction regions are the regions where the LC excluding its self-interaction
correction parts stabilizes electrons.

Figure 2 also illustrates the CCSD effects on total electron density, which are calculated
as the difference between the CCSD electron densities and the BLYP ones. Interestingly,
these effects suggest the corrections for the electron densities that should be incorporated in
the DFT functionals. The figure shows that the CCSD effects increase the electron densities
near the bonds and decrease them in the self-interaction regions except for the deepest core
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Figure 2: Contour plots of three total density differences, the differences of LC-BLYP and
BLYP in the column of “Long-range correction”, LC-PSRSIC-BLYP and LC-BLYP in the
column of “Self-interaction correction”, and CCSD and BLYP in the column of “CCSD
effect”, for the electronic states of formaldehyde and benzene molecules in the molecular
in-planes and vertical planes. The plot ranges of the density differences are from —0.0008
to +0.0008 (formaldehyde) and —0.001 to +0.001 (benzene) for the long-range correction
and from —0.003 to +0.003 (formaldehyde) and —0.002 to +0.002 (benzene) for the self-
interaction correction, and from —0.003 to +0.003 (formaldehyde) and —0.0025 to +0.0025
(benzene) and the CCSD effect in the unit of e/(a.u.)?. For comparison, the contour plots
of the kinetic energy density ratio, t, = 7 /7%l (0 < t, < 1) in Eq. (3), are also shown in
the column of “Kinetic energy density ratio”. The colour levels are drawn to have ten equal
parts for all the contour plots. The dashed lines roughly surround the long-range interaction
regions of kinetic energy density, while the solid and dotted lines approximately draw round
regions where the PSRSIC and the CCSD effect stabilise electrons, respectively. Both the
kinetic energy density ratio and density difference increase in the order of blue, green, and
red.
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Figure 3: Contour plots of the variation of the a-spin kinetic energy density rate t, in
Eq. (3) at “¢,” and the LC effect on the electron density (the signed difference between
the LC-BLYP and BLYP electron densities) at “Electron density difference”, with their
molecular structures at “Structure” for the steps on the IRC of the dissociation reaction of
formaldehyde molecule to the carbon monoxide and hydrogen molecules, which are calculated
using LC-BLYP /aug-cc-pVTZ method. The colour levels of ¢, (0 < t, < 1) are drawn to
have ten equal parts. In the figures of the electron density differences, the red and blue
regions indicate the increasing (plus) and decreasing (minus) electron density parts by the
LC effect, respectively. The potential energy curve of this IRC is shown at the top.

regions. Notably, the CCSD effects are similar to the LC effects for the electron densities in
the vertical planes. However, they do not affect the densities in the long-range interaction
regions of the LC in the molecular planes. These results indicate that the pure BLYP
functional is insufficient for the long-range exchange effects on the electrons in the regions
perpendicular to the o bonds and the electron correlation effects on the electrons near the
o bonds.

4.2 Long-range interaction regions in reactions

Next, the long-range interaction regions of the LC in reactions are examined to clarify the
long-range exchange effects on the reactions.

Figure 3 shows the kinetic energy density ratio in Eq. (3) and the LC effect on electron
density for the dissociation reaction of formaldehyde molecule into carbon monoxide and
hydrogen molecules: HCHO — CO + H,. As shown in the contour plots of kinetic energy
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Figure 4: Variations in the LC effect on the electron density (the signed difference between
the LC-BLYP and BLYP electron densities) at “Electron density difference” and their molec-
ular structures at “Structure” for the steps on the IRC of the Sy2 reaction of bromomethane
and chlorine to chloromethane and bromine, which are calculated using LC-BLYP /aug-cc-
pVTZ method. In the figures of the electron density differences, the red and blue regions
indicate the increasing (plus) and decreasing (minus) electron density parts by the LC effect,
respectively. The potential energy curve of this IRC is also shown at the top.

density rate, the long-range interaction regions of the LC move and stay around the perpen-
dicular regions of the dissociating o bond between hydrogen and carbon monoxide molecules.
Note that hydrogen molecule disappears in the plot of the product (G), because it contains
only self-interacting electrons. Although the long-range interaction regions of the LC are
also found around the dissociating bond, they then move to the 7 orbitals of the dissoci-
ated molecules. This discrepancy derives from the absence of electrons in the perpendicular
regions of the dissociating Ho-CO bond, which leads to the disappearance of the electron
density variance even for the strong long-range exchange effect. Therefore, the long-range
interaction regions are similar for the kinetic energy and electron density differences.

Next, the long-range interaction regions of the LC for other reactions are investigated.
Figure 4 shows the long-range interaction regions of the LC based on electron density for
the Sn2 reaction of Cl + CH3Br — CICHj3 + Br. As shown in the figure, the long-range
interaction regions of the LC are found at the p, orbitals of Br and Cl atoms located on
the reaction axis (z). The long-range interaction regions of the LC in the SN2 reaction are
precisely the regions perpendicular to the molecular axis, similar to that of the previous dis-
sociation reaction of formaldehyde. Figure 5 illustrates the LC effect on electron density in
the Diels-Alder reaction of butadiene and ethylene to cyclohexene. The figure indicates that
the long-range interaction regions spread over the 7 orbital of butadiene toward ethylene
through electron transfers from the core orbitals and finally expand to the regions perpen-

11
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Figure 5: Variation in the LC effect on the electron density, the signed difference between the
LC-BLYP and BLYP electron densities at “Electron density difference” and their molecular
structures at “Structure” for the steps on the IRC of the Diels-Alder reaction of butadiene
and ethylene to cyclohexene with the structure at each step, which are calculated using LC-
BLYP/aug-cc-pVTZ method. In the figures of the electron density differences, the red and
blue regions indicate the increasing (plus) and decreasing (minus) electron density parts by
the LC effect, respectively. The potential energy curve of this IRC is also shown at the top.
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dicular to the ¢ bonds. Thus, the long-range interaction regions of the LC mediate the bond
formations.

In summary, the long-range interaction regions of the LC are present around the formed
and dissociated bonds to mediate the reactions, similar to those of the kinetic energy density;,
through the electron transfers from core orbitals to the bonding 7 orbitals.

4.3 Long-range interaction regions in orbital densities

Although the effects on total electron density have, so far, been targeted, it is more precise
to test DF'T functionals for the reproducibility of one-electron density, which is the electron
density of molecular orbital. This is because the Hohenberg-Kohn theorem?° establishes the
mapping to one-electron external potential, which directly acts on one-electron density, i.e.,
orbital density. From a practical viewpoint, it is also significant to indicate that the repro-
ducibility of response properties, which are dominant in chemical properties, is essentially
determined by molecular orbitals and orbital energies. According to the linear response
theory®” for calculating response properties, defining the response function of the electron
density y for the infinitesimal change in the potential dv as,

5p(r1,t1) = // dtgd?’rz)([po](rl,rg,tg — t1>5v(r2,t2)7 (18)

where pq is the nonvariational part of density, leads to the response function in the form of
the Fourier transformation (time ¢ — frequency w) as

X(I'1,I'2, — 2 lim %nim V)* I 925@ 1‘1)¢z(1‘2)¢*(1‘2) _¢i(r1>¢2(rl)¢f(r2)¢a(r2) ’ (19)

n—0+ w— (€, —€)+in w+ (€, —€) —in

where ¢; and ¢, are occupied and unoccupied molecular orbitals, ¢; and €, are the corre-
sponding orbital energies, and nyc. and nyece are the number of the occupied and unoccupied
orbitals. It is, therefore, reasonable to explore the LC effect on orbital densities to reveal the
cause for the accurate orbital energies of LC-DFT.!2 In the conventional self-interaction cor-
rection, %9 the orbital density is assumed to have the representability of potential v, similar
to total electron density in the Hohenberg-Kohn theorem.?’ Therefore, it is meaningful to
display the long-range interaction regions of the LC in the orbital densities by comparing to
the Dyson orbital densities of CCSD wavefunctions.

Figure 6 illustrates the density differences of the canonical orbitals for LC-BOP and BOP
with the orbital energies of LC-BOP for formaldehyde. As shown in the figure, the long-range
interaction regions depend on the orbitals as being opposite for HOMO—3 and HOMO and
for LUMO and LUMO+4. The figure also displays the canonical orbital energies of LC-BOP
with the minus ionisation potentials and electron affinities of the CCSD calculations, which
correspond to the occupied and unoccupied orbital energies of the CCSD Dyson orbitals.
The long-range interaction regions cannot explain the general trend that the LC lowers
the occupied orbital energies and raises the unoccupied ones. In particular, the long-range
interaction regions of orbital densities hardly affect the improvement of the calculated orbital
energies.
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Figure 6: The LC and CCSD effects on the orbital densities of formaldehyde molecule and
their orbital images for HOMO—5 through LUMO+5, which are calculated with the aug-cc-
pVTZ basis set. These effects are calculated as the electron density differences of the LC-BOP
canonical orbitals and CCSD Dyson orbitals from the corresponding BOP canonical orbitals.
For the orbital densities, the red and blue parts indicate the increasing (plus) and decreasing
(minus) densities, respectively. The orbital energies of the canonical orbitals and the minus
ionisation potentials and electron affinities corresponding to the occupied and unoccupied

Dyson orbitals, respectively, are also attached. The threshold for the drawing is 0.03 e/au®
for the canonical orbital images except the asterisk mark-attached ones (0.025 e/au®), while
in the case of the density difference images, it is 0.0005 e/au?® for the occupied orbitals and
0.0006 e/au?® for the unoccupied orbitals.
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In Fig. 6, the density differences of the CCSD Dyson orbital densities from the corre-
sponding BOP canonical orbital densities are also shown for formaldehyde. Compared to
the orbital density differences of LC-BOP, the CCSD effects on the orbital densities have
different shapes for the occupied orbitals, although they are similar to each other for the
unoccupied orbitals. Interestingly, this result indicates that the long-range exchange effects
dominate the CCSD effects on the unoccupied orbitals, while the electron correlation effects
are significant in those of the occupied orbitals. It should be emphasised that although only
the canonical orbitals of LC-BOP are shown in the figure, approximately the same orbital
shapes are given for the CCSD Dyson orbitals with the corresponding closer orbital ener-
gies. As discussed for the effects on the total electron densities, the CCSD effects mainly
contribute to the stabilisation of the bonds and the destabilisation of electrons in the self-
interaction regions. This result is consistent with this discussion. However, similar orbital
shapes are given with significantly small differences for the LC-BOP canonical and CCSD
Dyson orbitals with closer orbital energies.

The long-range interaction regions of orbital densities are also examined for benzene
molecule. In Fig. 7, the orbital density variations by the LC are illustrated. The long-
range interaction regions of orbital densities are found around in-plane 7 orbitals of the ring
for the occupied orbitals, and around hydrogen atoms outside the ring for the unoccupied
orbitals. However, explaining the relation of these regions with the orbital energies is difficult,
because the types of the orbitals covering these regions are different. Therefore, the long-
range interaction regions of orbital densities are not associated with improving the orbital
energies.

Figure 7 also shows that the CCSD effects on the orbital densities mainly derived from
the long-range exchange effects for benzene molecule. As shown in the figure, similar orbital
density differences are provided for the LC-BOP and CCSD effects except for HOMO—1,
HOMO, LUMO+3, and LUMO+4. The differences in these orbital densities come from the
shapes of the CCSD Dyson orbitals. The Dyson orbitals seem to mix at a specific ratio from
the LC-BOP ones (Fig. 8). This result is attributable to the determination method of the
Dyson orbitals, because the Dyson orbitals are determined using the wavefunctions of the
cations and anions, as shown in Eqgs. (13) and (14), in which the degenerate orbitals of the
neutrals are mixed in the ions after removing or adding one of them. Consequently, HOMOs
become mixed in these degenerate orbitals. For other orbitals, the Dyson orbitals provide
approximately the same orbital shapes as those of the corresponding canonical orbitals, while
the corresponding orbital energies are sufficiently close to each other even for these orbitals.
These results suggest the long-range exchange effects dominate the CCSD effects on the
orbital densities of benzene from those of the pure BOP functional. However, the degenerate
orbitals of the neutrals are mixed in the Dyson orbitals.

These orbital density analyses raise questions regarding the fundamental concept of DF'T
that the quality of the DFT functional should be verified by the calculated total electron
density, because these analyses also reveal the shortcomings of DFT functional compared to
the CCSD method. The orbitals are the solution of the Kohn-Sham equation and usually
determine the quality of the calculated chemical properties. In addition, the accuracy of or-
bital energies is determined by neither the exchange-correlation energy FE\. nor potential vy,
but the exchange-correlation integral kernel fi. = dvx/dp.'? Therefore, even a sophisticated
exchange-correlation potential cannot provide accurate orbital energies and the correspond-
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Figure 7: The LC and CCSD effects on the orbital densities of benzene molecule with their
orbital images for HOMO—5 through LUMO+5, which are calculated with the cc-pV'TZ basis
set. The effects are calculated as the density differences of the LC-BOP canonical orbitals
and CCSD Dyson orbitals from the corresponding BOP canonical orbitals. For the orbital
densities, the red and blue parts indicate the increasing and decreasing densities, respectively.
The orbital energies of the canonical orbitals and the minus ionisation potentials and electron
affinities corresponding to the occupied and unoccupied Dyson orbitals, respectively, are also
attached. The threshold for the drawing is 0.03 e/au® for the canonical orbital images. For
the density difference images, the threshold for the drawing is 0.0001 e/au® for the occupied
orbitals and 0.0003 e/au® for the unoccupied orbitals, while the thresholds for the a, b, ¢, and
d-attached orbital density difference images are 0.000035, 0.0002, 0.00015 and 0.001 e/au?,
respectively.

16



Orbital HOMO-1

Canonical -
orbital of .

LC-BOP

Dyson

orbital of

CCSD

Figure 8: The Dyson orbitals of the CCSD wavefunction and the canonical Kohn-Sham
orbitals of LC-BOP of benzene molecule, which are calculated with the cc-pVTZ basis set,
for the orbitals of the inconsistent shapes.

ing orbitals, for the unoccupied orbitals.%0 The present results confirm that orbital densities
are available for more precisely exploring the quality of DFT functionals.

4.4 Photoionisation cross section calculations

Finally, the photoionisation cross sections are calculated as a direct examination for the
molecular orbital shapes. As reviewed in Sec. 2.3, the photoionisation cross sections essen-
tially depend only on the HOMO shapes. The cross section calculations can directly examine
the HOMO densities, because the HOMO density is the square of the HOMO.

Figure 9 illustrates the total photoionisation cross sections with respect to the ionising
radiation energy in the energy ranges around the HOMO energies. Note that the experi-
mental cross sections should be compared as a reference, because they essentially have wide
error bars. Therefore, it is reasonable to consider that the calculated photoionisation cross
sections of the CCSD Dyson orbitals are more reliable than the experimental ones in the
framework of the calculations. As shown in the figure, LC-BOP canonical HOMOs provide
close cross sections to those of the CCSD Dyson HOMOs for formaldehyde, water, and cy-
clopentene. These cross sections are close to the experimental ones. % In contrast, the
cross sections of the HF and BOP canonical HOMOs are inconsistent for these molecules,
and give relatively large discrepancies from the experimental ones. These results clearly
indicate that the photoionisation cross sections are available as a direct examination for the
orbital shapes, and LC-BOP canonical and CCSD Dyson HOMOs are close to the real ones.

However, as shown in Fig. 9(c), the photoionisation cross sections of benzene molecule
provide different behaviors: the cross section of the LC-BOP canonical HOMO is close to
that of the BOP canonical HOMO, and it is much smaller than that of the CCSD Dyson
HOMO. This difference can be explained by the different shapes of the HOMO of the benzene
molecule for at least low ionising radiation energy, as discussed in Sec. 4.3. As shown in Fig.
8, the CCSD Dyson HOMO has a shape different from the canonical HOMO of LC-BOP due
to the mixing with HOMO—1. The photoionisation cross section in Eq. (16) depends only
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Figure 9: Photoionisation cross sections of four molecules, (a) formaldehyde, (b) water,
(c) benzene and (d) cyclopentene molecules, in terms of the ionising radiation energy in
the energy range around each HOMO energy. In the calculations of the cross sections,
the HF, BOP, and LC-BOP canonical HOMOs and the CCSD Dyson HOMOs of these
molecules, which are calculated with the aug-cc-pVTZ basis set for formaldehyde, water,
and cyclopentene and cc-pVTZ basis set for benzene, are used. The experimental cross
sections® 7% are also shown as black dots.
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on the shape of HOMO. In this figure, the calculated cross sections of LC-BOP and BOP
are found to be closer to the experimental ones than those of the CCSD and HF methods
for small ionising radiation energy, while the latter ones are closer than the former ones for
large ionising radiation energy. However, note that since the behaviours of the calculated
cross sections are different from the experimental ones as a whole, there is room for further
investigation of the cross sections of the benzene molecule.

In summary, the photoionisation cross sections of the LC-BOP canonical orbitals are
close to those of the CCSD Dyson orbitals except for the benzene molecule. Since the CCSD
Dyson orbitals are directly extracted from the CCSD wavefunctions containing high-level
electron correlations, the closely calculated cross sections of the LC-BOP canonical orbitals
imply that LC-BOP canonical orbitals incorporate high-level electron correlations.
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5 Conclusions

In this study, we have comparatively investigated the effects of the long-range correction
(LC) and the ab initio CCSD method on total and one-electron orbital densities to clarify the
long-range interaction regions of molecules and for revealing the LC effect on the molecular
orbitals from the viewpoint of the orbital shapes.

We discovered that the long-range interaction regions of the LC, where the LC increases
electron densities, well overlap with those of the kinetic energy density, which were assumed
to appear outside the free electron and self-interaction regions. Furthermore, we found that
the CCSD method increases the electron densities of the long-range interaction regions in the
vertical molecular planes. However, it also increases the in-plane electron densities near the
bonds. We next explored the long-range interaction regions in the total electron densities for
the IRCs of three reactions: i.e., the dissociation reaction of formaldehyde, the Sy2 reaction
of bromomethane and chlorine, and the Diels-Alder reaction of butadiene and ethylene.
Consequently, we found that the long-range interaction regions appear in the middle of the
formed bond and then spread into the regions perpendicular to the ¢ bonds in the reaction
processes.

Following the analysis of total electron density, we discussed the one-electron orbital
density compared to the effects on the Dyson orbital density of the CCSD wavefunction.
Note that this analysis is more important than that of total electron density, because most
chemical properties directly depend on the orbitals. Surprisingly, we found that no significant
differences between the LC and CCSD effects are given for the unoccupied orbitals, indicating
that the long-range exchange effects dominate the CCSD effects on the unoccupied orbitals.
The effects on the occupied orbitals contrastingly lack consistency and seem unrelated to
the long-range interaction regions of total electron density. To explore this inconsistency,
we calculated the photoionisation cross sections using the canonical Kohn-Sham and CCSD
Dyson HOMOs as a direct test for the orbital densities. Consequently, we found that the LC
makes the HOMOs close to the CCSD ones, whereas in case of only for benzene, the LC and
CCSD results differ significantly due to the mixing of the degenerate HOMO—1 in the CCSD
Dyson HOMO. These results propose that the orbital analyses using the photoionisation cross
sections are available as a direct test for the quality of DFT functionals and the LC-DFT
canonical orbitals incorporate similar high-level electron correlations to those of the CCSD
Dyson orbitals.
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Figure Captions

Fig. 1. Contour plot of the ratio of the von Weizsacker kinetic energy density to the total
one, t, (0 <t, <1)in Eq. (3), for the electronic state of the furan molecule. The colour
levels are drawn to have ten equal parts. In the plot, the red regions, where t, is close to
one, indicate the self-interaction regions, while the blue regions, where t, is close to zero,
show the free-electron regions. The remaining green regions are called long-range interaction
regions.

Fig. 2. Contour plots of three total density differences, the differences of LC-BLYP and
BLYP in the column of “Long-range correction”, LC-PSRSIC-BLYP and LC-BLYP in the
column of “Self-interaction correction”, and CCSD and BLYP in the column of “CCSD
effect”, for the electronic states of formaldehyde and benzene molecules in the molecular
in-planes and vertical planes. The plot ranges of the density differences are from —0.0008
to +0.0008 (formaldehyde) and —0.001 to +0.001 (benzene) for the long-range correction
and from —0.003 to +0.003 (formaldehyde) and —0.002 to +0.002 (benzene) for the self-
interaction correction, and from —0.003 to +0.003 (formaldehyde) and —0.0025 to +0.0025
(benzene) and the CCSD effect in the unit of e/(a.u.)®. For comparison, the contour plots
of the kinetic energy density ratio, t, = 72 /7%l (0 < t, < 1) in Eq. (3), are also shown in
the column of “Kinetic energy density ratio”. The colour levels are drawn to have ten equal
parts for all the contour plots. The dashed lines roughly surround the long-range interaction
regions of kinetic energy density, while the solid and dotted lines approximately draw round
regions where the PSRSIC and the CCSD effect stabilise electrons, respectively. Both the
kinetic energy density ratio and density difference increase in the order of blue, green, and
red.

Fig. 3. Contour plots of the variation of the a-spin kinetic energy density rate ¢, in Eq.
(3) at “t,” and the LC effect on the electron density (the signed difference between the LC-
BLYP and BLYP electron densities) at “Electron density difference”, with their molecular
structures at “Structure” for the steps on the IRC of the dissociation reaction of formaldehyde
molecule to the carbon monoxide and hydrogen molecules, which are calculated using LC-
BLYP /aug-cc-pVTZ method. The colour levels of ¢, are drawn to have ten equal parts. In
the figures of the electron density differences, the reddish and blueish regions indicate the
increasing (plus) and decreased (minus) electron density parts by the LC effect, respectively.
The potential energy curve of this IRC is shown at the top.

Fig. 4. Variations in the LC effect on the electron density (the signed difference between the
LC-BLYP and BLYP electron densities) at “Electron density difference” and their molecular
structures at “Structure” for the steps on the IRC of the Sy2 reaction of bromomethane and
chlorine to chloromethane and bromine, which are calculated using LC-BLYP /aug-cc-pVTZ
method. In the figures of the electron density differences, the reddish and blueish regions
indicate the increasing (plus) and decreased (minus) electron density parts by the LC effect,
respectively. The potential energy curve of this IRC is also shown at the top.

Fig. 5. Variation in the LC effect on the electron density, the signed difference between the
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LC-BLYP and BLYP electron densities at “Electron density difference” and their molecular
structures at “Structure” for the steps on the IRC of the Diels-Alder reaction of butadiene
and ethylene to cyclohexene with the structure at each step, which are calculated using LC-
BLYP /aug-cc-pVTZ method. In the figures of the electron density differences, the reddish
and blueish regions indicate the increasing (plus) and decreased (minus) electron density
parts by the LC effect, respectively. The potential energy curve of this IRC is also shown at
the top.

Fig. 6. The LC and CCSD effects on the orbital densities of formaldehyde molecule and
their orbital images for HOMO—5 through LUMO+5, which are calculated with the aug-
cc-pVTZ basis set. These effects are calculated as the electron density differences of the
LC-BOP canonical orbitals and CCSD Dyson orbitals from the corresponding BOP canon-
ical orbitals. For the orbital densities, the red and blue parts indicate the increasing and
decreasing densities, respectively. The orbital energies of the canonical orbitals and the
minus ionisation potentials and electron affinities corresponding to the occupied and unoc-
cupied Dyson orbitals, respectively, are also attached. The threshold for the drawing is 0.03
e/au® for the canonical orbital images except the asterisk mark-attached ones (0.025 e/au?),
while in the case of the density difference images, it is 0.0005 e/au® for the occupied orbitals
and 0.0006 e/au® for the unoccupied orbitals.

Fig. 7. The LC and CCSD effects on the orbital densities of benzene molecule with their
orbital images for HOMO—5 through LUMO+5, which are calculated with the cc-pVTZ basis
set. The effects are calculated as the density differences of the LC-BOP canonical orbitals
and CCSD Dyson orbitals from the corresponding BOP canonical orbitals. For the orbital
densities, the red and blue parts indicate the increasing and decreasing densities, respectively.
The orbital energies of the canonical orbitals and the minus ionisation potentials and electron
affinities corresponding to the occupied and unoccupied Dyson orbitals, respectively, are also
attached. The threshold for the drawing is 0.03 e/au® for the canonical orbital images. For
the density difference images, the threshold for the drawing is 0.0001 e/au® for the occupied
orbitals and 0.0003 e/au® for the unoccupied orbitals, while the thresholds for the a, b, ¢, and
d-attached orbital density difference images are 0.000035, 0.0002, 0.00015 and 0.001 e/au?,
respectively.

Fig. 8. The Dyson orbitals of the CCSD wavefunction and the canonical Kohn-Sham orbitals
of LC-BOP of benzene molecule, which are calculated with the cc-pVTZ basis set, for the
orbitals of the inconsistent shapes.

Fig. 9. Photoionisation cross sections of four molecules, (a) formaldehyde, (b) water, (c)
benzene and (d) cyclopentene molecules, in terms of the ionising radiation energy in the
energy range around each HOMO energy. In the calculations of the cross sections, the HF,
BOP, and LC-BOP canonical HOMOs and the CCSD Dyson HOMOs of these molecules,
which are calculated with the aug-cc-pVTZ basis set for formaldehyde, water, and cyclopen-
tene and cc-pV'TZ basis set for benzene, are used. The experimental cross sections® %% are
also shown as black dots.
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