
Kobe University Repository : Kernel

PDF issue: 2025-07-17

Enhancing Policy Generation with GraphRAG and
YouTube Data: A Logistics Case Study

(Citation)
Electronics,14(7):1241

(Issue Date)
2025-04

(Resource Type)
journal article

(Version)
Version of Record

(Rights)
© 2025 by the authors. Licensee MDPI, Basel, Switzerland.
This article is an open access article distributed under the terms and conditions of
the Creative Commons Attribution (CC BY) license

(URL)
https://hdl.handle.net/20.500.14094/0100495613

Naganawa, Hisatoshi
Hirata, Enna



Academic Editors: Xiangjian He and

Krzysztof Wolk

Received: 27 February 2025

Revised: 19 March 2025

Accepted: 20 March 2025

Published: 21 March 2025

Citation: Naganawa, H.; Hirata, E.

Enhancing Policy Generation with

GraphRAG and YouTube Data: A

Logistics Case Study. Electronics 2025,

14, 1241. https://doi.org/10.3390/

electronics14071241

Copyright: © 2025 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license

(https://creativecommons.org/

licenses/by/4.0/).

Article

Enhancing Policy Generation with GraphRAG and YouTube
Data: A Logistics Case Study
Hisatoshi Naganawa 1 and Enna Hirata 2,*

1 Faculty of Ocean Science and Technology, Kobe University, Kobe 658-0022, Japan
2 Graduate School of Maritime Sciences, Kobe University, Kobe 658-0022, Japan
* Correspondence: enna.hirata@platinum.kobe-u.ac.jp; Tel.: +81-78-431-6200

Abstract: Graph-based retrieval-augmented generation (GraphRAG) represents an innova-
tive advancement in natural language processing, leveraging the power of large language
models (LLMs) for complex tasks such as policy generation. This research presents a
GraphRAG model trained on YouTube data containing keywords related to logistics issues
to generate policy proposals addressing these challenges. The collected data include both
video subtitles and user comments, which are used to fine-tune the GraphRAG model.
To evaluate the effectiveness of this approach, the performance of the proposed model is
compared to a standard generative pre-trained transformer (GPT) model. The results show
that the GraphRAG model outperforms the GPT model in most prompts, highlighting its
potential to generate more accurate and contextually relevant policy recommendations.
This study not only contributes to the evolving field of LLM-based natural language pro-
cessing (NLP) applications but also explores new methods for improving model efficiency
and scalability in real-world domains like logistics policy making.

Keywords: NLP; LLM; GraphRAG; GPT; YouTube; policy generation; text generation

1. Introduction
Recent advancements in large language models (LLMs) have had a major impact

on policy generation in various domains. Researchers are actively exploring innovative
methods to improve the decision-making capabilities of LLMs without the need for ex-
tensive fine-tuning. For example, LLM-based policy generation has been proposed for
intent-based management [1]. Despite the potential in improving decision making and task
generalization, real-word applications remain limited.

To bridge this gap, we experiment with generating policy recommendation to address
the logistics challenges using Japan as a case study, which is a pressing issue due to the
need for sustainable and resilient solutions.

The logistics sector has moved from a cost deflationary phase to a cost inflationary era.
In Japan, transportation capacity has exceeded logistics demand since the 1990s, largely
due to deregulation. However, since around 2017, there has been growing concern about a
looming logistics and courier crisis. Unlike past fluctuations caused by temporary supply
and demand imbalances, the current logistics crisis stems from a sustained decline in
transportation capacity, leading to delivery delays and operational challenges. As a critical
component of one of the world’s largest economies, Japan’s trucking industry plays a vital
role in maintaining its ultra-convenient consumer culture.

By 2021, Japan’s domestic freight volume reached 4.3 billion tons and 405 billion
ton-miles annually, with trucks handling about 90% of total freight by weight and 50% by
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ton-miles. The rise of e-commerce and increasing demand from manufacturers seeking to
minimize excess inventory are expected to drive commercial freight down to 3.2 billion
tons in 2030. However, commercial freight capacity is projected to decline from 2.6 billion
tons in 2020 to 2.0 billion tons in 2030, primarily due to a shrinking truck driver workforce.
The number of truck drivers is expected to fall from 662,000 in 2020 to 519,000 in 2030,
a decline of nearly 30% from 2015 levels. In April 2024, a new regulation capping truck
drivers’ annual overtime at 960 hours was implemented, exacerbating the existing driver
shortage—an issue widely referred to as the “2024 problem”.

The driver shortage issue is not unique to Japan. A study by the International Road
Transport Union [2] warns that if no action is taken to recruit more drivers, there could
be a global shortage of more than 7 million drivers by 2028 in the 36 countries surveyed.
The most commonly cited reasons include an aging workforce, long working hours, and
low wages.

To address the issue, this study introduces a graph-based retrieval-augmented genera-
tion (GraphRAG) approach for policy generation aimed at addressing logistics challenges,
such as the truck driver shortage, using Japan as a case study. The results show that the
proposed model outperforms a GPT-only model for most of the prompts. In addition,
this study leverages a large textual dataset by integrating both subtitle and comment data
extracted from relevant YouTube videos, allowing for a more comprehensive analysis.

This study makes several important contributions. It is the first application of
GraphRAG in logistics analysis, pioneering its use to analyze textual data derived from
YouTube. The results highlight the potential of AI-driven methods in policy making. Using
a large-scale natural language processing (NLP) approach, it captures public discourse
and industry insights in real time. It also categorizes solutions by stakeholder (logistics
companies, governments, drivers, and consumers) for a comprehensive approach to the
labor shortage. Finally, it provides insights for optimizing GraphRAG’s search strategies
(local, global, and hybrid) for logistics applications.

The study is structured as follows: Section 2 reviews previous research, Section 3
introduces the dataset, Section 4 presents the proposed methodology, Section 5 details
experiments and results to evaluate the RAG effectiveness of the approach and discusses
the findings, and Section 6 presents the conclusion.

2. Literature Review
2.1. Studies on Driver Shortage

Research on truck driver shortages has been approached from a variety of perspectives
and methodologies. Table 1 summarizes the major studies that have examined this issue.
Wang et al. [3], Chandiran et al. [4], and Schuster et al. [5] have analyzed the societal impacts
and contributing factors behind the truck driver shortage using specially developed models.
Meanwhile, Suzuki et al [6], Sersland et al. [7], and Corell [8] have used interview surveys
and economic indicators to predict truck driver turnover.

Other studies, such as those by De Croon et al. [9], Prockl et al. [10], Swartz et al. [11],
Wijngaards et al. [12], and Hage et al. [13], have examined the psychological aspects of truck
drivers, particularly their well-being and its influence on turnover. In contrast, Beilock
et al. [14] and de Winter et al. [15] have focused on job retention, examining the motivations
and factors behind drivers’ career decisions.

By using different research approaches, studies of the truck driver shortage aim to
understand its social, economic, and psychological dimensions. Addressing this chal-
lenge requires aligning the goals of three key stakeholders: truck drivers, industry, and
government [16].
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In Japan, since the economic recession of the 1990s, companies have increasingly
sought to reduce operating costs, including logistics costs. This trend has continued to
the present day. Understanding public and industry perspectives on logistics challenges
such as driver shortages is critical to shaping policy and practical responses, particularly in
balancing supply and demand in the logistics sector [17].

Table 1. Summary of the literature on truck driver shortages.

Author Year Method Contents

Beilock and Capelle [14] 1990 Questionnaire survey Analysis of loyalty to occupation
de Croon et al. [9] 2004 Structural equation modeling Analysis of psychological burden and turnover
Suzuki et al. [6] 2009 Econometrics method Predicting truck driver turnover
Sersland and Nataraajan [7] 2015 Interview Analysis of truck driver turnover
Prockl et al. [10] 2017 Statistical analysis Analysis of well-being and safety environment
Swartz et al. [11] 2017 Structural equation modeling Analysis of work attitude and safety environment
Belzer and Sedo [18] 2018 Statistical analysis Analysis of long working hours
Burks and Monaco [19] 2018 Statistical analysis Driver labor market analysis
Wijngaards et al. [12] 2019 Empirical sampling study Determinants of well-being analysis
Hege et al. [13] 2019 Structural equation modeling Survey of work–life conflicts
Lemke et al. [20] 2020 Data reviews Impact analysis of COVID-19
Wang et al. [3] 2022 Structural equation modeling Study of the impact of driver shortage
Chandiran et al. [4] 2023 System dynamic model Study of the impact of driver shortage
Schuster et al. [5] 2023 Questionnaire survey Factor analysis of driver shortage
de Winter et al. [15] 2024 Questionnaire survey Survey of occupational image
Correll [8] 2024 Machine learning Predicting truck driver turnover

2.2. Large Language Models in NLP

Artificial intelligence (AI) has received a great deal of attention in various fields and
industries [21]. Over time, AI has gone through several stages of development and periods
of stagnation known as AI winters. However, its global prominence skyrocketed after
OpenAI released the chat generative pre-trained transformer (ChatGPT) in late 2022. The
GPT family leverages massive datasets and LLMs trained with deep learning techniques to
generate human-like text [22].

Built on a transformer architecture, GPT processes large amounts of text data to
generate coherent responses based on user input [23]. While it excels at understanding
context and handling diverse queries, its primary limitation is knowledge rigidity. It relies
on pre-existing training data and cannot incorporate real-time updates. In addition, it
struggles with factually accurate responses when confronted with unseen information,
often producing misleading or incorrect content through inference. These limitations pose
challenges for applications requiring high reliability [24,25].

To address these issues, retrieval-augmented generation (RAG) has been introduced.
RAG extends the capabilities of GPT by retrieving external documents and databases to
generate more factually grounded responses [26]. This approach is particularly useful for
tasks involving real-time news updates and specialized knowledge domains. Miao et al.
applied RAG in nephrology to improve its practical application. The authors created a
specialized GPT model with RAG and demonstrated its potential in providing customized,
accurate medical advice [27]. Hang et al. introduced an LLM and RAG integrated MCQGen
framework for automated multiple-choice question generation. The authors suggest that
MCQGen is effective at producing high-quality questions for different educational needs
and learning styles, thus enhancing personalized learning [28]. However, RAG has its
own challenges. It does not inherently consider document structure or interrelationships,
which can lead to inefficient information integration. In addition, its effectiveness is highly
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dependent on data quality and retrieval accuracy, and incorrect retrievals can still lead to
misleading results [29,30].

GraphRAG was proposed to address the limitations of standard RAG; it extends
traditional RAG by more effectively integrating both retrieval and generation processes [31].
It employs three different search strategies: (a) local search, (b) global search, and (c) hybrid
search, each offering different trade-offs in search coverage, computational efficiency, and
result completeness. Figure 1 illustrates the differences in generation methods between
LLMs only, RAG, and GraphRAG.
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Local search focuses on retrieving information from nodes closely related to the query,
scanning only the surrounding nodes within a predefined depth. This method enables
fast retrieval with minimal computational cost because it relies on local graph structures.
However, its limited scope may result in missing globally optimal nodes, which limits the
completeness of the results.

Global search, on the other hand, scans the entire graph to identify the most relevant
nodes based on embedding similarity and other search techniques. This approach improves
comprehensiveness by uncovering relationships and insights that local search may miss.
However, it requires more processing power and longer processing times, making it less
efficient for real-time applications.

Hybrid search combines the best of both approaches. It starts with a fast local search
to gather immediately relevant information and then expands to a global search to retrieve
additional insights that may have been missed. This method ensures highly accurate search
results by maintaining a balance between local relevance and global context [32]. However,
it is more complex to implement, and the computational cost can be significant due to the
dual search process.

As described above, there is a tradeoff between search coverage and computational
cost in the GraphRAG generation method. Overall, RAG-based techniques, especially
GraphRAG, enhance factual grounding by integrating external document retrieval, making
them highly suitable for real-time logistics analysis.
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3. Method
3.1. Base Model and Fine-Tuning

We compared VectorRAG and GraphRAG and chose the latter for the following
reasons. VectorRAG has a strong focus on semantic search, identifying documents that
are conceptually related to the query, even without exact keyword matches. GraphRAG,
on the other hand, is characterized by its ability to retrieve information by exploiting
relationships and connections between entities. There are a few other contemporary RAG
technologies, such as Hybrid RAG and Light RAG. Hybrid RAG has a primary focus on
improving retrieval quality. While it applies both neural and keyword-based retrieval, it
has increased computational cost, complexity in implementation and tuning, and risk of
conflicting results. Light RAG has its primary focus on reducing computational cost; for
this reason, it has disadvantages such as low retrieval accuracy, limited knowledge depth,
and is less effective for large-scale data such as the data applied in this study.

To fine-tune GraphRAG for logistics policy generation, we first used a pre-trained
version of GraphRAG as our base model. The model was adapted for policy generation
by incorporating domain-specific logistics datasets obtained from YouTube. We made
modifications to the input processing and output generation layers to handle domain-
specific constraints and goals (Table 2). For GPT tuning, the temperature was set to 0
to ensure more definite and consistent answers. The number of nodes used to generate
responses was limited to 100 to balance the thoroughness of search results with response
speed. In addition, fuzzy matching was used as the search mechanism in GraphRAG. This
technique allows searches based on partial matches and similarities between queries and
node names. Cosine similarity was used to calculate the fuzzy match score, with a threshold
set at 0.5. This approach effectively combines flexible natural language understanding with
the relational structure of the graph, improving both the accuracy and practical utility of
information retrieval and response generation.

Table 2. Tuning Metrics.

Metrics Value

Temperature 0
Output Node Limit 100
Fuzzy Match Score 0.5

For fine-tuning, data obtained from YouTube videos are used. YouTube was selected
for two main reasons. First, as Japan’s largest online video platform, it has a usage rate of
87.9% across all generations [33]. Second, it provides multiple perspectives, capturing both
video creators’ viewpoints and audience comments, making it a valuable two-sided source
of information.

The search keywords included “2024 problem in logistics” and “logistics crisis” in
Japanese, which were retrieved using YouTube Data API v3 [34]. In total, 3037 videos
and corresponding comment data were collected. Whisper v3 large was then applied for
speech-to-text conversion. Finally, the data were translated to English and structured for
NLP handling. The details of data collection are described in Section 4.

3.2. GraphRAG-Based NLP Analysis

GraphRAG was used to generate responses to four prompts employing four methods,
namely (I) GPT-only, (II) local search, (III) global search, and (IV) hybrid search, to generate
policy recommendations.

GraphRAG works by using a graph-structured knowledge base that stores domain-
specific entities and their relationships. When a query is received, it is first mapped to
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a relevant subgraph using a graph traversal technique. The retrieval process starts by
identifying the nodes most relevant to the query through a search of the graph, which
may involve traversing edges, analyzing node labels, and considering relationships within
the graph. The goal of this process is to find the subgraph that best matches the semantic
content of the query.

The information retrieval from the graph is guided by a scoring function based on
cosine similarity, which measures the closeness between the query vector and the node
representations. Let us denote the query vector as Q and the node vector as Ni. The
similarity score between the query and each node Ni is computed as follows:

Score(Q, Ni) =
Q·Ni

∥Q∥∥Ni∥
(1)

where Q and Ni represents the dot product of the query and node vectors, and ∥Q∥ and
∥Ni∥ are the magnitudes of the respective vectors. Nodes with a similarity score above a
defined threshold (e.g., 0.5) are retrieved as the most relevant for the query. The pseudocode
for the Algorithm A1 is presented in Appendix A.

GraphRAG was created using neo4j desktop as the database and GPT 4o-mini as
the LLM. The four prompts are designed from the perspective of four key stakeholders:
logistics companies, government agencies, truck drivers, and consumers (Table 3). It is
important to note that consumers are also a key stakeholder because they are the recipients
of logistics services. The shortage of truck drivers directly affects delivery times, which
in turn affects customer satisfaction. Therefore, the consumer perspective should be a key
consideration in policy making.

Table 3. Overview of prompts.

No. Prompts

1 As a logistics company, how do you solve the 2024 problem in logistics?
2 As a government, how do you solve the 2024 problem in logistics?
3 As a driver, how do you solve the 2024 problem in logistics?
4 As a consumer, how do you solve the 2024 problem in logistics?

3.3. Performance Metrics

The performance of each model is evaluated using five metrics. Paraphrase-MiniLM-
L6-v2 was applied to embed sentences for the calculation of cosine similarity (Table 4).

Table 4. Performance evaluation metrics.

Metrics Abbreviations Descriptions

Word count WC Total number of words in a sentence.

Type Token Ratios TTR Measures vocabulary diversity; the higher the TTR, the more diverse
the vocabulary.

Average Dependency Distance ADD Measures the distance of dependencies between words in a sentence; higher
ADD indicates more complex sentence structure and higher reading load.

Flesch–Kincaid Grade Level FKG Indicator for evaluating the readability of a text.
Cosine Similarity CS An index measuring the degree of similarity between texts.

4. Data
4.1. Methods of Data Acquisition and Processing

Data collection process is outlined in Figure 2. It consists of the following steps:
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(a) YouTube Data API v3 is used to create a list of videos related to the truck driver
shortage. The search keywords include “2024 problem in logistics” and “logistics crisis”
in Japanese.

(b) Duplicate or irrelevant videos were removed.
(c) Based on the video list, a comment dataset was created using YouTube Data API v3 [34].

The dataset included the video ID, date and time of posting, comment content, number of
likes, and username.

(d) Based on the video list, the audio data of the videos were collected using yt-dlp [35].
The audio data were also converted into text data using whisper v3 large [36].

(e) All collected text data were converted to English text.
The Python programming language version 3.13.1 was used to convert these data into

a structured format for further training and analysis. In contrast to the existing literature,
which primarily analyzes data from video comments, our study includes both comment
data and text data, which are converted from audio for analysis.

4.2. Overview of Data

A total of 3037 videos were listed as a result of the collection; the number of YouTube
videos peaked between February and June 2021 and again between February and May 2024
(Figure 3). This is likely related to the increased attention surrounding the increase in the
overtime premium rate from 25% to 50% for overtime exceeding 60 hours per month in
small and medium enterprises beginning 1 April 2023. The second peak is likely related to
the introduction of a cap on overtime work of 960 hours per year from 1 April 2024. The
introduction of a driver hours and pay policy has led to an increased number of related
videos being uploaded.
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5. Results and Discussion
5.1. Prompts and Answers

Following the definition explained in Section 3.2, the prompts are run in each of the
four models, namely (I) GPT-only, (II) local search, (III) global search, and (IV) hybrid
search, and the results are shown in Tables 5–8.

Table 5. Output of “As a logistics company, how do you solve the 2024 problem in logistics?”

Model Output

I

The “2024 problem” in logistics isn’t a recognized term in the industry. If you’re referring to a specific issue expected to
arise by 2024, please provide more details. However, general solutions for future logistics problems include investing in
technology for better tracking and management, improving supply chain visibility, focusing on sustainability, and
training staff to handle new challenges.

II

To address the 2024 problem in logistics, we focus on compliance measures and innovative solutions. This includes
optimizing our operations through dynamic pricing strategies, enhancing delivery speed, and improving cost
performance. We also leverage technology, such as robots, to streamline processes and ensure efficient order handling
and delivery. Additionally, we actively participate in industry discussions, like the Supermarket Representatives
Meeting, to stay aligned with market needs and collaborate with partners to develop effective strategies.

III

To solve the 2024 problem in logistics, we focus on enhancing our data management by integrating structured data
systems for efficient tracking and inventory management, while also leveraging unstructured data analytics to gain
insights from customer feedback and market trends. This dual approach allows us to optimize our supply chain,
improve decision-making, and adapt to changing demands effectively.

IV

To address the 2024 problem in logistics, we focus on compliance measures and innovative solutions. This includes
optimizing our operations through dynamic pricing strategies, enhancing delivery speed, and improving cost
performance. We also leverage technology, such as robots, to streamline processes and ensure efficient order handling
and delivery. Additionally, we participate in industry discussions, like the Supermarket Representatives Meeting, to
collaborate on best practices and solutions.

Table 6. Output of “As a government, how do you solve the 2024 problem in logistics?”

Model Output

I

To solve the 2024 problem in logistics, the government is implementing several measures, including providing guidance
and support to shippers, improving transportation efficiency through logistics digital transformation (DX) and modal
shifts, and addressing labor shortages by raising wages for truck drivers. Additionally, the government is introducing
regulatory measures to ensure proper transactions and reduce redelivery rates by incentivizing consumers to choose
flexible delivery options. Collaborative efforts among various ministries aim to enhance the overall logistics
infrastructure and resolve the challenges faced by the industry.
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Table 6. Cont.

Model Output

II

To solve the 2024 problem in logistics, the government addresses logistics issues by collaborating with related ministries
and agencies, providing a logistics policy package, and ensuring transportation capacity. They also take action by
working with transport companies, offering support mechanisms, and raising wages for truck drivers to improve
operational efficiency. Additionally, the government reviews shipping charges and implements regulations to enhance
the logistics industry.

III

To solve the 2024 problem in logistics, the government should focus on enhancing data integration and communication
between various stakeholders. This includes investing in advanced technologies for real-time tracking, optimizing
supply chain processes, and ensuring compliance with regulations. Additionally, fostering collaboration between public
and private sectors can improve resource allocation and efficiency. Implementing training programs for workforce
development will also be crucial to adapt to evolving logistics demands.

IV

To solve the 2024 problem in logistics, the government addresses logistics issues by collaborating with related ministries
and agencies, providing subsidies, and implementing a logistics policy package. They also ensure transportation
capacity, improve operational efficiency, and raise wages for truck drivers to enhance the workforce. Additionally, the
government interacts with the trucking association and requests input from shippers to develop effective solutions.

Table 7. Output of “As a driver, how do you solve the 2024 problem in logistics?”

Model Output

I
To solve the 2024 problem, reduce waste and protect working hours by optimizing operation plans and utilizing digital
technology. Promote shift work and appropriate freight rates, and achieve sustainable logistics through safe operations
and efficiency.

II
To solve the 2024 problem in logistics as a driver, focus on optimizing routes to reduce fuel consumption and delivery
times, utilize real-time data for traffic updates, and maintain effective communication with dispatch to adapt to any
changes. Additionally, prioritize efficient loading and unloading processes to enhance overall productivity.

III
To solve the 2024 problem in logistics as a driver, focus on optimizing routes to reduce delivery times and costs, utilize
technology for real-time tracking and communication, and ensure compliance with regulations. Additionally, prioritize
efficient loading and unloading processes to enhance overall productivity.

IV
To solve the 2024 problem in logistics as a driver, focus on optimizing routes to reduce delivery times and costs, utilize
real-time data for traffic and weather updates, and ensure efficient communication with dispatch to adapt to any
changes. Additionally, prioritize vehicle maintenance to avoid breakdowns and enhance overall efficiency.

Table 8. Output of “As a consumer, how do you solve the 2024 problem in logistics?”

Model Output

I

As a consumer, you don’t directly solve the 2024 problem in logistics. This issue pertains to the logistics industry and
professionals in that field. However, you can contribute to the solution by supporting companies that implement
sustainable and efficient logistics practices, providing feedback to companies about their delivery services, and opting
for delivery options that reduce environmental impact.

II

To solve the 2024 problem in logistics as a consumer, I would focus on leveraging technology to enhance efficiency. This
includes using apps for real-time tracking of shipments, opting for services that utilize predictive analytics to anticipate
delays, and choosing providers that prioritize sustainability and transparency in their supply chains. Additionally, I
would advocate for better communication with logistics companies to ensure timely updates and resolutions to any
issues that arise.

III

To solve the 2024 problem in logistics as a consumer, I would focus on leveraging technology to enhance efficiency. This
includes using apps for real-time tracking of shipments, opting for services that utilize predictive analytics for better
delivery estimates, and choosing companies that prioritize sustainability and transparency in their supply chains.
Additionally, I would advocate for better communication with logistics providers to ensure timely updates and address
any potential issues proactively.

IV

To solve the 2024 problem in logistics as a consumer, I would focus on leveraging technology to enhance efficiency. This
includes using apps for real-time tracking of shipments, opting for services that utilize predictive analytics for better
inventory management, and choosing providers that prioritize sustainability and transparency in their supply chains.
Additionally, I would advocate for better communication with logistics companies to ensure timely updates and
resolutions to any issues that arise.
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The intuitive impression is that the GPT model (I) generates broader, more general
proposals, while RAG-based models (II, III, and IV) provide more specific and targeted
suggestions. Quantitative performance evaluation is discussed in Section 5.2.

5.2. Performance Evaluation

The performance of each model, as measured by the metrics described in Section 3.3, is
shown in Table 9. The results indicate that overall model III (Global Search) outperforms the
other models, especially for Prompts 1, 3, and 4. Interestingly, for Prompt 2 (government),
model 1 (GPT only) outperforms GraphRAG models. This may be because GPT tends to
excel at understanding broader, context-rich scenarios. On the other hand, RAG could be
more useful when factual accuracy or transparent source traceability is the top priority. In
a government policy recommendation context, the best model may combine both: using a
retrieval-based system like GraphRAG for fact-based grounding and taking advantage of
GPT’s capabilities for higher-level synthesis and creativity in policy design.

Table 9. Performance metrics (bold indicates best performance).

Prompt 1 2

Model I II III IV I II III IV
WC 68 73 64 78 94 73 76 71
TTR 0.765 0.712 0.797 0.705 0.723 0.712 0.789 0.718
ADD 2.908 3.214 3.328 3.149 3.220 3.214 2.932 3.132
FKG 15.500 18.700 19.300 16.800 21.300 18.700 17.000 18.400
CS - 0.709 0.660 0.721 - 0.901 0.810 0.907

Prompt 3 4
Model I II III IV I II III IV

WC 39 55 49 56 66 78 78 79
TTR 0.846 0.818 0.816 0.804 0.712 0.756 0.762 0.747
ADD 3.162 3.509 3.571 3.464 3.302 3.195 3.312 3.244
FKG 14.800 18.700 18.800 17.800 15.500 17.300 18.400 18.600
CS - 0.706 0.717 0.690 - 0.776 0.778 0.776

6. Conclusions
This study offers a new perspective on Japan’s truck driver shortage by using

GraphRAG to analyze large amounts of text data from YouTube videos and comments.
Going beyond traditional statistical analysis, it provides an alternative approach to under-
standing logistics challenges. Four models were used to generate responses to four prompts
representing the perspectives of logistics companies, governments, drivers, and consumers.
In three out of four cases, GraphRAG outperformed the GPT model, demonstrating higher
vocabulary density, better readability, and greater similarity in responses.

This study contributes in the following ways. First, it is the first application of
GraphRAG in logistics analysis. It pioneers the use of GraphRAG to analyze textual
data retrieved from YouTube for logistics-related issues. The results demonstrate the poten-
tial of AI-driven methods in policy making. Second, the application of a large-scale NLP
approach provides a rich and diverse dataset that captures public discourse and industry
insights in real time. Third, the research categorizes solutions based on different logistics
stakeholders (logistics companies, governments, drivers, and consumers), providing a
holistic approach to addressing labor shortages. Fourth, by comparing different search
strategies (local, global, and hybrid) within GraphRAG, the study provides insights into
optimizing retrieval-augmented generation models for logistics applications.

This study has several limitations. First, the dataset is based on social media data.
While YouTube provides a broad dataset, it may contain biases, misinformation, or exag-
gerated opinions that affect the validity of the conclusions. Second, the use of GraphRAG,
particularly hybrid search, increases computational costs and may not be easily scalable for
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real-time logistics applications. Third, the study does not compare the results with official
logistics data or expert surveys, which limits the validation of its conclusions.

Future studies should combine GraphRAG with official industry reports, global po-
sitioning system (GPS) tracking, and transportation network datasets for more compre-
hensive insights. It would be worthwhile to develop improved methods for validating
and interpreting AI-generated insights to increase industry confidence and adoption. To
address potential biases or rumors in SNS data, future studies could incorporate LLM-
based fact-checking tools such as TrumorGPT [37]. Finally, further research should assess
how AI-driven analytics can shape government regulations and industry standards for
sustainable logistics.
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Abbreviations
The following abbreviations are used in this manuscript:

LLMs Large language models
GraphRAG Graph-based retrieval-augmented generation
NLP Natural language processing
GPT Generative pre-trained transformer
WC Word count
TTR Type token ratios
ADD Average dependency distance
FKG Flesch–Kincaid grade level
CS Cosine similarity
AI Artificial intelligence
DX Logistics digital transformation
GPS Global positioning system

Appendix A. Pseudocode of the GraphRAG Algorithm

Algorithm A1. GraphRAG

Structured Retriever: (question)
- Input: Question
- Processing:

- Extract entities from the question (entity_chain.invoke(question))
- Search structured data in Neo4j using each entity (graph.query(entity))

- Output: structured data (result)
Retriever:
- Input: question, mode
- Processing:

- If mode is “gpt_only”, pass question directly to LLM (llm.invoke(question))
- If mode is “local” or “hybrid”, retrieve structured data (structured_retriever(question))
- If mode is “global” or “hybrid”, search for unstructured data (vector_index.search(question))

- Output: result of combining structured and unstructured data
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Algorithm A1. Cont.

QA Chain:
- Input: question, mode
- Processing:
- Call retriever to get data (context) based on the question
- Pass the data to LLM to generate the final answer (llm.invoke(context))
- Output: final answer
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