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Abstract: With the rapid advancement of mobile technology, e-learning has expanded
significantly, making language learning more accessible than ever. At the same time, the
rise of artificial intelligence (AI) technologies has opened new avenues for adaptive and per-
sonalized e-learning experiences. However, traditional e-learning methods remain limited
by their reliance on static, predefined materials, which restricts equitable access to learning
resources and fails to fully support lifelong learning. To address this limitation, this study
proposes a location-based AI-driven e-learning system that dynamically generates language
learning materials tailored to real-world contexts by integrating location-awareness tech-
nology with AI. This approach enables learners to acquire language skills that are directly
applicable to their physical surroundings, thereby enhancing engagement, comprehension,
and retention. Both objective evaluation and user surveys confirm the reliability and effec-
tiveness of AI-generated language learning materials. Specifically, user surveys indicate
that the generated content achieves a content relevance score of 8.4/10, an accuracy score of
8.8/10, a motivation score of 7.9/10, and a learning efficiency score of 7.8/10. Our method
can reduce reliance on predefined content, allowing learners to access location-relevant
learning resources anytime and anywhere, thereby improving accessibility and fostering
lifelong learning in the context of sustainable education.

Keywords: AI; e-learning; location-based learning; sustainable language learning

1. Introduction
With the advancement of technology, computer-assisted language learning (CALL)

has played a crucial role in improving language education by integrating digital tools
into learning environments [1,2]. One of its key branches is mobile-assisted language
learning (MALL), which leverages mobile technologies to enable flexible, on-the-go learning
experiences [3–5]. The MALL approach allows students to learn at their own pace, thereby
improving learning efficiency [6]. Particularly in language learning, it fully leverages
the flexibility of mobile technology to facilitate training in listening, speaking, reading,
and writing skills [7]. Studies have shown that using MALL for vocabulary learning
is significantly more effective than conventional textbook-based learning methods [8].
However, unlike subjects such as mathematics and physics, language learning often requires
contextualization to aid comprehension [9,10]. For instance, courses are typically designed
in a dialogue format to enhance the sense of immersion and learning outcomes. While
traditional classroom exercises provide structured learning opportunities, they primarily
focus on predefined vocabulary lists and controlled practice activities [11]. However, topical
vocabulary learning requires exposure to dynamically evolving, contextually embedded
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language, which is often limited in classroom-based instruction [12]. Learners may struggle
to retain vocabulary that is not directly linked to their personal experiences or real-world
usage [13].

Moreover, language learning on mobile devices often lacks immersion and is highly
fragmented [14,15]. Learners frequently use scattered moments, such as waiting for a
bus or standing in line, to memorize vocabulary [16]. Although courses are usually struc-
tured around thematic units, memorizing words from a different scenario in an unrelated
environment leads to low learning efficiency.

This challenge is particularly evident in learning Japanese, where the correct use
of honorific expressions depends heavily on social context. The Japanese honorific sys-
tem consists of three forms: respectful language (sonkeigo), humble language (kenjogo),
and polite language (teineigo), which vary depending on different social contexts. For
example, in a restaurant setting, staff members typically use polite speech (e.g., “Kochira
no seki e dozo.”—“Please take this seat.”), while customers use either plain expressions
or more humble forms (e.g., “Mizu o kudasai.”—“Can I have some water?” or “Omizu
o itadakemasu ka?”—“May I receive some water?”). MALL methods often lack intuitive
guidance on the appropriate use of honorific expressions in specific real-world situations.

The rise of AI technology has introduced new possibilities for learning [17,18]. AI can
assist in developing personalized learning plans and summarizing key knowledge points
from textbooks [19,20]. However, current AI-based language learning systems remain
heavily dependent on predefined textbooks and struggle to dynamically adapt content
based on real-life learning contexts [21].

In summary, despite advancements in e-learning and AI, language learning still faces
three key challenges: lack of immersion, low efficiency in fragmented learning, and heavy
reliance on predefined textbooks. Existing classroom-based methods provide structured
content but lack real-world contextualization, while mobile-assisted learning enhances
flexibility but often results in fragmented, low-immersion experiences. Even AI-driven
approaches remain dependent on static materials, limiting their adaptability to real-world
learning contexts. Furthermore, a broader concern arises regarding the sustainability
of digital education—particularly in ensuring equitable access to learning opportunities
and fostering lifelong learning. To address these issues, we propose a location-based
AI-generated content language learning method. This method leverages mobile devices’
location data to provide a more context-aware learning experience. Specifically, the system
first retrieves the latitude and longitude information from the mobile device and maps it to
a specific address. The address name is then sent to an intermediary server, which forwards
a request to an AI model to generate language learning materials relevant to the specific
location. This approach enables learners to engage with contextualized content that aligns
with their real-world location, thereby enhancing immersion and learning efficiency.

The main contributions of this study include the following:

• The AI-generated learning materials are tailored to the learner’s current location,
eliminating reliance on predefined textbooks. This approach enhances educational
accessibility and promotes sustainable education by providing adaptive learning
resources that can be accessed anytime and anywhere.

• The location-based language learning materials offer strong immersion, improving
learning efficiency. By utilizing the surrounding environment for learning, this ap-
proach encourages lifelong learning habits, contributing to sustainable education.

To validate the effectiveness of the location-aware AI-generated content language learn-
ing approach, this study tested learning materials generated by DeepSeek-V3, ChatGPT-4o,
and Claude-3.5 in four real-world learning scenarios: a library, train station, restaurant,
and observation deck.
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The evaluation combined the jWriter [22] system with user surveys. The AI-generated
language learning content demonstrated strong performance in language proficiency, diver-
sity, and readability, reaching or approaching an advanced level. Results indicate that this
approach provides high contextual adaptability, enhances fragmented learning efficiency,
and fosters strong learner immersion and motivation. First, the AI-generated content
received an average relevance score of 8.4/10 and a learning efficiency score of 7.8/10,
confirming its high effectiveness for fragmented learning. User feedback consistently re-
ported that the learning materials aligned well with their real-world environments and
that learning within the given context was efficient. Contextualized language learning
can enhance content applicability and strengthens language acquisition skills [23–25]. For
instance, in the restaurant scenario, the system provided expressions related to ordering
and dining, while in the train station scenario, the learning content focused on ticket pur-
chasing, navigation, and common travel dialogues. The high learning motivation score is
also a key highlight. Contextualized learning proved to be more engaging and interactive
than traditional classroom-based methods [26,27]. Various innovative vocabulary learn-
ing approaches exist, including bilingual resources such as manga tailored for language
learners, contextualized videos, and music-based learning.

For instance, bilingual manga [28] and dual-language books can help learners under-
stand conversational patterns, but they lack situational immediacy. Contextualized videos,
such as language learning content on YouTube [29], offer authentic dialogues, yet they do
not adapt dynamically to the learner’s real-world surroundings. Similarly, songs [30] and
movies immerse learners in natural speech patterns but do not facilitate direct, interactive
learning tied to their immediate environment.

While these approaches enhance exposure and engagement, they may not provide the
same level of real-time contextual reinforcement as location-based learning. For example,
in the observation deck scenario, AI-generated content included not only relevant vocabu-
lary but also commonly used expressions for describing landscapes, making the learning
experience more immersive.

In conclusion, this study confirms that integrating location-awareness technology
with AI-generated content can effectively enhance language learning experiences, optimize
fragmented learning processes, and improve learner engagement and interest. Furthermore,
by reducing reliance on predefined materials and enabling adaptive, real-world learning
experiences, this approach supports sustainable education by improving accessibility and
fostering lifelong learning.

The remainder of this paper is structured as follows. Section 2 reviews related work
on MALL, location-based language learning, and AI applications in education. Section 3
presents the methodology of our location-aware AI-driven language learning system,
including system architecture, key features, and discussion of its advantages. Section 4
details the implementation, covering frontend and middleware server development, AI
model selection, and prompt engineering strategies. Section 5 evaluates the proposed
system through comparative analysis of AI models, assessments of generated learning
content in different locations, and a user survey. Then, we discuss the findings, highlighting
the strengths and potential limitations of the proposed approach in Section 6. Finally,
Section 7 concludes the paper and outlines future research directions.

2. Related Work
In recent years, advancements in mobile technology have significantly driven the

digitalization of language learning, particularly in MALL and e-learning. Learners can
utilize fragmented time to engage in self-directed learning through mobile devices, while
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the emergence of AI has further enhanced the possibilities for personalized and dynamically
adaptive learning.

To improve the contextualization of language learning, location-based language learn-
ing has gradually become a research focus. It leverages the geographic information of
mobile devices to integrate learning content with real-world scenarios, enabling learners
to acquire language input that is more relevant to their actual surroundings. However,
existing methods primarily rely on predefined scenarios, making them less adaptable to
diverse environments and individual learning needs, which limits their applicability.

As illustrated in Table 1, current language learning systems still face three major
challenges: lack of immersion, low efficiency in fragmented learning, and heavy reliance
on predefined materials. These issues hinder learners from fully engaging in the language
environment, thereby affecting long-term learning outcomes. Furthermore, some studies
have adopted high-cost technological solutions, which may limit access to education
for learners in low-resource settings. These limitations highlight the fact that existing
approaches fail to align with the principles of sustainable education, which emphasize
accessibility, adaptability, and lifelong learning.

Table 1. Comparison of language learning methods.

Author
(Year)

Technology
Cost Immersive (Y/N)

Reliance on
Predefined
Materials

Learning Mode
(Fragmented

/Systematic/Both)

Pikhart (2020) [31] Low No High Fragmented
Getman et al. (2023) [32] Medium Yes Low Both

Polakova & Klimova (2022) [33] Low No High Both
Lee & Park (2019) [34] Medium Yes Low Both

Kacetl & Klímová (2019) [35] Low No High Fragmented
Ours (2025) Low Yes No Fragmented

2.1. E-Learning in Language Learning

In recent years, MALL and e-learning have both made notable strides in theory
and practice [36]. Cakmak [37] systematically examined design principles for mobile
learning, emphasizing how the integration of technology and learning theory can drive
innovation in foreign language education. Gholami and Azarmi [38] further explored ways
to incorporate listening, reading, and speaking skills into mobile contexts, offering learners
a variety of pathways. This body of research indicates that the convenience and efficiency of
mobile devices not only transform traditional learning methods but also enhance learners’
motivation, autonomy, and overall effectiveness [39].

Building on this progress, Read and Bárcena [40] proposed a theoretical framework
that integrates language-oriented massive open online courses (MOOCs) with MALL,
using the common European framework of reference for languages (CEFR) to tailor content
for different proficiency levels. By combining online courses with mobile learning, this
approach provides greater flexibility and, to some extent, improves the accessibility and
relevance of educational resources. However, because mobile learning tends to be frag-
mented, personalized, and susceptible to distractions, sustaining a high-quality and lasting
learning experience remains a critical challenge [41].

Meanwhile, some researchers have shifted their focus to the learner’s environment and
how deeply learning content can be woven into it. For example, Foomani and Hedayati [42]
proposed a seamless learning design that integrates activities into daily life, encouraging
interaction by having students generate their own content. Although these strategies
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promise more engaging and immersive learning, the limited availability of resources
continues to be an unresolved issue, restricting accessibility in sustainable education [43].

2.2. Location-Based Language Learning

The widespread adoption of mobile devices in e-learning has laid the technological
foundation for location-based language learning, with a stronger emphasis on contextual-
ized learning content.

Location-based language learning has gained significant attention in recent years due
to its ability to provide contextualized, personalized, and interactive learning experiences.
Chen and Tsai [44] proposed an interactive location-based English learning game that
uses wireless positioning technology to deliver location-specific English learning scenar-
ios on mobile devices. By combining virtual objects with real-world environments in a
mixed-reality mode, the system effectively stimulates learners’ interest and enhances their
motivation to learn. Similarly, Fallahkhair [45] developed a system called TAMALLE+,
which integrates internet TV and mobile phone functionalities to offer learners a location-
based, informal, collaborative language learning platform.

For specific target groups, Gaved and Peasgood [46] utilized Bluetooth beacons in
smart cities to provide personalized language learning activities for immigrants. The study
not only tackles challenges related to privacy and user data collection but also underscores
the system’s potential to facilitate flexible learning methods. Perry [47] designed a location-
based augmented reality language learning game to help French learners develop their
language skills through location-based tasks, emphasizing the importance of collaboration
and high-level co-regulated learning behaviors.

Furthermore, Holden and Sykes [48] demonstrated the critical role of physical locations
in language learning by engaging learners in real-world interactions through an augmented
reality game. Wu et al. [49] developed a location-based vocabulary learning application
that offers relevant vocabulary learning games based on users’ current locations, such
as cinemas or restaurants. Preliminary findings indicate that learners have responded
positively to the app, demonstrating its significant potential for further development.
Collectively, these studies suggest that incorporating location-based technologies into
language learning fosters immersive, learner-centered environments that enhance language
acquisition and encourage lifelong learning habits.

2.3. AI for Education

The integration of AI in education has revolutionized learning experiences, enhancing
personalization, automation, and interactivity [50,51]. Key research areas include intelligent
tutoring systems (ITSs), personalized learning, automated assessment, and the application
of generative AI in education [52,53].

AI-powered ITSs provide adaptive feedback and personalized instruction, allowing
students to receive real-time guidance. Paladines and Ramírez [54] examined ITSs that
incorporate natural language dialogue, demonstrating their effectiveness in enhancing
conceptual understanding in STEM education. Ghali et al. [55] introduced an ITS designed
for English grammar learning, showing improvements in learner engagement and gram-
matical accuracy. These studies collectively highlight the role of ITSs in improving learning
efficiency and accessibility across different disciplines.

Personalized learning systems utilize AI to dynamically adjust learning materials and
instructional strategies based on individual students’ abilities, preferences, and progress.
Kanchon et al. [56] developed an AI system that detects learning styles (visual, auditory,
kinesthetic) and modifies content using machine learning and NLP, enhancing engagement
and retention. Ellikkal and Rajamohan [57] explored AI-enabled personalized learning
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in management education, showing that self-determination theory (SDT)-based AI inter-
ventions improve motivation and autonomy. While AI personalization enhances learning,
challenges remain in data privacy, model transparency, and inclusivity.

Automated assessment tools aim to reduce grading workloads, standardize evaluations,
and provide instant feedback. Bevilacqua et al. [58] found that ML-based scoring models tend
to overrate AI-generated content, highlighting potential bias in AI grading. Gao et al. [59]
compared AI-driven text-based assessments, emphasizing the need for transparency in large
language model (LLM)-based grading. Chiu [60] explored AI’s impact on educational policy,
advocating for new frameworks to integrate AI grading with traditional assessments. While
automated grading enhances scalability, challenges such as ensuring equitable assessment
across diverse student populations, mitigating biases in AI scoring, and addressing ethical
concerns regarding AI-based evaluation remain pressing research priorities.

Generative AI, particularly ChatGPT and other LLMs, has introduced new possibil-
ities for education. Do et al. [61] demonstrated that AI-generated educational podcasts,
particularly those tailored to students’ interests and majors, improved engagement and
learning outcomes compared to traditional textbooks. Marandi and Hosseini [62] explored
AI-driven assessment and found that automated item generation (AIG) systems effectively
created test questions, allowing educators to optimize assessments based on student profi-
ciency. Similarly, Nasution [63] evaluated AI-generated multiple-choice questions in higher
education and reported that most AI-generated questions were valid, reliable, and well
received by students due to their clarity and relevance.

While generative AI has demonstrated considerable potential across multiple edu-
cational domains, its application in immersive language learning environments remains
underexplored. This study aims to bridge this gap by integrating location-based sensing
with generative AI, dynamically generating situationally relevant language learning materi-
als, thereby enhancing equitable access to education and fostering lifelong learning within
a sustainable learning framework.

2.4. Preliminary Study

Despite the progress in AI-driven language learning, existing systems often rely on
predefined content, limiting their ability to provide dynamic, real-world contextual learning
experiences. To address this gap, we conducted a preliminary study that leveraged AI to
summarize education materials and deliver knowledge through digital instructors [64]. The
workflow of our preliminary study is illustrated in Figure 1. Education materials are first
processed by AI to generate two types of content: written content for creating instructional
slides and spoken content for audio synthesis. The audio is generated using text-to-speech
(TTS) and simultaneously drives the digital teacher’s animated facial expressions and
movements. Finally, the slides, audio, and digital teacher animations are integrated to
produce a complete e-learning instructional video.

Figure 1. Workflow of preliminary study.

Although our previous research incorporated AI in content generation, it still relied
on existing educational materials, which limited accessibility. Furthermore, while the use
of digital teacher provided a more classroom-like experience, it lacked contextualized
learning, limiting its effectiveness and preventing more efficient learning outcomes.
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3. Methodology
Previous studies have shown that MALL offers a convenient learning approach. How-

ever, due to the lack of contextual awareness, its learning content is often disconnected from
real-world environments. While location-based language learning enhances contextualized
learning by incorporating location information, it predominantly relies on predefined sce-
narios, making it challenging to dynamically adapt to different environments. Building on
these foundations, this study proposes a location-based AI-driven language learning appli-
cation that integrates location-awareness technology with generative AI to dynamically
generate language learning materials. This approach enables adaptation to real-world con-
texts and optimizes fragmented learning experiences. This section introduces the system
architecture, key functionalities, and core research methodology.

3.1. App Architecture

The app architecture consists of three components as shown in Figure 2:

1. App Client: Obtains location, provides a user interaction interface, and displays
language learning materials.

2. Middleware Server: Facilitates communication between the app and AI, stores API
keys, AI prompts, and other related messages.

3. AI API: Generates context-relevant learning content based on requests from the
middleware server and returns the output. By incorporating prompt engineering
techniques, this study optimizes content generation across different learning levels,
including word, sentence, and paragraph levels.

Figure 2. Overall system architecture.

3.2. App Features

The application integrates location-aware technology with generative AI to provide
Japanese language learners with a contextual language learning experience. It incorporates
several key functionalities as shown in Figure 3. The system begins by obtaining the user’s
real-world location (e.g., a train station, restaurant, or attraction). This location information
is sent to an AI model, which dynamically generates learning materials tailored to the
specific environment.

Figure 3. App features.

For example, users can practice asking for directions while waiting at a train station,
learn ordering phrases while dining at a restaurant, or practice describing scenery while
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resting at an observation deck. This enhances contextual learning and improves the efficiency
of fragmented learning. Our method supports different learning modes tailored to various
proficiency levels, allowing users to choose between word-, sentence-, or paragraph-based
learning. The word mode is suitable for beginners, the sentence mode facilitates daily com-
munication, and the paragraph mode helps improve writing and spoken expression skills.

4. Implementation
4.1. Frontend Implementation

The application serves as the user interface for interacting with the system, allowing
users to receive AI-generated Japanese language learning content based on their real-time
location. To retrieve the user’s location, the app utilizes FusedLocationProviderClient [65],
which provides efficient access to the device’s GPS data. The location information is then
processed using the Nominatim API [66] to obtain a list of nearby places. For commu-
nication with the backend, the app employs OkHttpClient [67] to send HTTP requests
containing the selected location and learning mode. The server processes the request and
returns relevant language learning content, which is displayed within the app’s interface.
The following Listing 1 demonstrates how the application constructs and sends HTTP
requests to the backend, incorporating both the user’s current location and the selected
learning action. The response is processed asynchronously and updates the UI accordingly.

Listing 1. Asynchronous HTTP request using OkHttpClient.

1 private fun queryWordsFromServer(location: String , action: String) {
2 val client = OkHttpClient ()
3 // Construct a text/plain request body with action and location
4 val requestBody = "$action:$location".toRequestBody("text/plain".

toMediaType ())
5 // Build the request
6 val request = Request.Builder ()
7 .url(serverUrl) // Server URL remains unchanged
8 .post(requestBody)
9 .build()

10 // Execute the request asynchronously
11 client.newCall(request).enqueue(object : Callback {
12 override fun onFailure(call: Call , e: IOException) {
13 runOnUiThread {
14 Toast.makeText(this@MainActivity , "Failed: ${e.message}",

Toast.LENGTH_SHORT).show()
15 }
16 }
17 override fun onResponse(call: Call , response: Response) {
18 val responseBody = response.body?. string ()
19 runOnUiThread {
20 if (response.isSuccessful && !responseBody.isNullOrEmpty ()

) {
21 displayResults(responseBody)
22 } else {
23 Toast.makeText(this@MainActivity , "Error: Unable to

fetch data", Toast.LENGTH_SHORT).show()
24 }
25 }
26 }
27 })
28 }
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4.2. Middleware Server Implementation

The middleware server, built with Flask [68], acts as a bridge between the Android
App and the AI API. It receives user requests containing the learning mode (word, sentence,
or paragraph) and location, validates the input, and constructs a relevant prompt. The
request is then forwarded to the AI model, which generates context-aware Japanese learning
content. The response is processed and returned to the app for display.

4.3. AI Model

Among the evaluated AI models, we selected DeepSeek-V3 [69] due to its superior
performance across key evaluation metrics while maintaining a competitive cost. Table 2
illustrates the comparative results of DeepSeek-V3 against other leading AI models, includ-
ing Qwen2.5 [70], Llama3.1 [71], Claude-3.5 [72], and GPT-4o [73].

Table 2. Comparison of performance metrics across models [74].

Metric DeepSeek-V3 Qwen2.5 Llama3.1 Claude-3.5 GPT-4o

MMLU (EM) 88.5 85.3 88.6 88.3 87.2
MMLU-Redux (EM) 89.1 85.6 86.2 88.9 88
MMLU-Pro (EM) 75.9 71.6 73.3 78 72.6
DROP (3-shot F1) 91.6 76.7 88.7 88.3 83.7
IF-Eval (Prompt Strict) 86.1 84.1 86 86.5 84.3
GPQA-Diamond (Pass@1) 59.1 49 51.1 65 49.9
SimpleQA (Correct) 24.9 9.1 17.1 28.4 38.2
FRAMES (Acc.) 73.3 69.8 70 72.5 80.5
LongBench v2 (Acc.) 48.7 39.4 36.1 41 48.1
Price (USD/1M Tokens) 1.4 0.4 1.4 1.6 4.4

Note: Bold values indicate the best performance in each metric.

DeepSeek-V3 achieved the highest scores in MMLU (88.5) [75] and MMLU-Redux
(89.1) [76], demonstrating broad knowledge coverage. It also excelled in DROP (91.6,
highest) [77], showcasing strong numerical and logical reasoning, and outperformed
Qwen2.5 and Llama3.1 in MMLU-Pro (75.9) [78], performing close to Claude-3.5. For
instruction following and question answering, IF-Eval (86.1) [79] showed performance
comparable to Claude-3.5, while GPQA-Diamond (59.1) [80] ranked just below Claude-3.5,
highlighting strong generalization ability. Additionally, FRAMES (73.3%) [81] confirmed
its strong multi-turn dialogue capabilities, second only to GPT-4o. Moreover, DeepSeek-V3
achieved the best performance in LongBench v2 (48.7, highest) [82], demonstrating its su-
perior long-context understanding. Despite its high performance, it remains cost-effective,
priced at $1.4 per million tokens, significantly lower than GPT-4o ($4.4), making it a highly
efficient choice. Considering accuracy, reasoning ability, long-context processing, and cost
factors, DeepSeek-V3 stands out as the optimal choice.

4.4. Prompt Engineering
4.4.1. Rationale for Prompt Engineering

Effective prompt engineering is essential for ensuring that the AI-generated language
learning content is both relevant and structured [83]. However, in our initial tests, we
observed several key challenges:

1. Some prompts led to inconsistent outputs, where AI responses varied significantly
across repeated trials.

2. Certain prompts produced irrelevant or overly verbose explanations, reducing
learning efficiency.
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3. Prompts failed to generate scenario-related content, making the outputs less practical
for contextual learning.

To address these issues, we implemented a manually guided iterative optimization
strategy, refining prompts through multiple rounds of testing and evaluation.

4.4.2. Prompt Design

We designed our prompts using the role–task–output–constraint (RTOC) framework [84],
ensuring clear and structured content generation. Prompt engineering was employed to
achieve the following:

1. Clearly define the role of the AI as a Japanese language educator.
2. Provide explicit task instructions to ensure relevant content generation.
3. Enforce a structured output format to improve readability and usability.
4. Minimize extraneous information to keep responses concise and effective for learners.

To improve stability and contextual relevance, we iteratively refined prompts using a
five-step optimization process:

1. Initial Prompt Testing: We first implemented general prompts based on RTOC.
2. Scenario-Based Evaluation: AI-generated content was tested in different locations

(train stations, restaurants, libraries).
3. Manual Evaluation and Refinement:

• Adjusted constraints to prevent excessive explanations.
• Fine-tuned output formatting rules for readability.

4. Stability Testing: Ensured that AI-generated content remained consistent across
multiple trials.

5. Final Adaptation: Prompt modifications were finalized based on user feedback.

The optimized prompts, as shown in Tables 3–5, resulted in improved consistency and
scenario adaptability.

Table 3. Prompts for word generation.

Type Prompt

Role You are a Japanese language educator who provides precise
words for learning.

Task Based on what people often say and do at this place, provide
six high-frequency Japanese words and their English meanings.

Output format List the words and meanings in the format: word
(reading)—meaning.

Constraint Without any additional explanations or phrases.

Table 4. Prompts for sentence generation.

Type Prompt

Role You are a Japanese language educator who provides precise
words for learning.

Task Based on what people often say and do at this place, provide
4 high-frequency sentences with their English translations.

Output format Use the format: sentence (Japanese)–translation (English).
Constraint Without any additional explanations or phrases.
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Table 5. Prompts for paragraph generation.

Type Prompt

Role You are a Japanese language educator who provides precise
words for learning.

Task Please give a paragraph in Japanese based on this place with their
English translations.

Output format Please keep the format: paragraph
(Japanese)–translation (English).

Constraint Paragraph should be related to this place and suitable for
learning Japanese.

4.5. User Interface and Interaction Flow

Figure 4 illustrates screenshots of the user interface and the interaction flow of the
application. Upon launching the app, users start on the initial interface as shown in
Figure 4a. By tapping the “Locate Me” button, the system detects and displays the user’s
current location as shown in Figure 4b. The Japanese text below the “Locate Me” button
indicates the name of the current location.Once the location is set, users can press the “Learn
Word” button to generate words relevant to their surroundings as shown in Figure 4c.
The Japanese and English text below the “Learn Word” button represent the learning
materials, where the text in parentheses shows the Japanese pronunciation, and the English
text provides the translation of the Japanese word.Additionally, they can switch between
sentence and paragraph learning modes using the buttons at the bottom of the screen.

(a) (b) (c)

Figure 4. (a) Initial interface. (b) Location detection screen. (c) Generated words learning screen.

5. Evaluation
5.1. Comparative Analysis of AI Models and Environmental Factors in Language Learning
Content Generation

To evaluate the language-learning content generation capabilities of different AI
models, we conducted tests on three popular models: DeepSeek-V3, ChatGPT-4o,
and Claude-3.5. The evaluation took place at Kobe university’s Natural Science Library.
To evaluate the impact of different location APIs and geocoding APIs on our method, we
conducted separate tests using various location APIs. The Google Fused Location API
integrates GPS, Wi-Fi, and cell tower signals for positioning. The Google GPS Provider
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relies solely on GPS signals, while the HERE Location API determines positioning using
only Wi-Fi and cell tower signals.

For geocoding, we tested three different APIs: Nominatim, HERE Reverse Geocoder,
and OpenCage Geocoder. The words, sentences, and paragraphs generated by the three AI
models are shown in website [85].

To objectively assess the quality of the generated content, we employed jWriter [22],
a Japanese language evaluation system. The assessment was conducted based on three
key criteria:

1. Overall Language Level
2. Linguistic Diversity (higher is better)
3. Obscure Language Usage (lower is better)

The definition of overall language level set by jWriter is as follows:

• Beginner Level: Learners can use only very basic vocabulary and sentence structures.
• Elementary Level: Learners can express simple thoughts using fundamental words

and grammar.
• Intermediate Level: Learners can use moderately complex words and grammar with a

certain degree of fluency.
• Advanced Level: Learners can freely select words and grammatical structures without

major restrictions and can express themselves objectively.
• Superior Level: Learners can utilize intricate sentence structures and advanced vocab-

ulary to articulate their thoughts with precision.

For the accuracy evaluation, which is relatively subjective, our evaluator is a non-
native Japanese speaker residing in Japan with an N1 [86] proficiency level. The evaluation
is conducted on a scale from 1 to 10, where 1 signifies that the learning material is completely
unrelated to the current location, while 10 indicates that it is entirely relevant.

The evaluation results are presented in Table 6. The three models generally achieve an
advanced level in most cases, with only 1–2 instances out of 9 being at the intermediate level.

For linguistic diversity, the average score at the advanced level for JWriter is 0.41,
and all our generated results surpass this average. For obscure language, the average score
at the advanced level for JWriter is 0.18, and the evaluation scores of our generated content
fluctuate around this average. These objective evaluations confirm that AI-generated
language learning materials are of high quality.

According to research [87], the accuracy of the Google Fused Location API (which
integrates GPS, Wi-Fi, and cell towers) is higher than that of the Google GPS Provider
(which relies solely on GPS signals), which in turn outperforms the Here Location API
(which only utilizes Wi-Fi and cell towers). Experimental results further support this con-
clusion, showing that the combination of the Google Fused Location API and Nominatim
yields the highest relevance to the current location while maintaining comparable content
quality to other approaches. Although our primary research focus is not on positioning
systems or geocoding, leveraging the Google Fused Location API and Nominatim to ob-
tain precise location information is necessary to enhance contextual relevance, immersion,
and learning efficiency.

While the three AI models do not exhibit significant differences in the quality of
generated content, considering the comparisons in Section 4.3 alongside cost-effectiveness,
we selected DeepSeek-V3 as the primary model for subsequent evaluations. All further
assessments will be conducted using DeepSeek-V3, the Google Fused Location API,
and Nominatim.
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Table 6. Evaluation of AI-generated learning content by jWriter.

Location
API

Geocoding
API

AI API Level
Linguistic
Diversity

Obscure
Language

Rel.

Google
Fused

Location
API

Nominatim
DeepSeek-V3 Advanced 0.56 0.25 10
ChatGPT-4o Advanced 0.54 0.30 10
Claude-3.5 Advanced 0.58 0.23 10

HERE
Reverse

Geocoder

DeepSeek-V3 Advanced 0.52 0.22 9
ChatGPT-4o Advanced 0.51 0.30 10
Claude-3.5 Advanced 0.48 0.22 9

OpenCage
Geocoder

DeepSeek-V3 Intermediate 0.49 0.12 8
ChatGPT-4o Advanced 0.50 0.21 7
Claude-3.5 Intermediate 0.52 0.23 8

Google
GPS

Provider

Nominatim
DeepSeek-V3 Advanced 0.45 0.20 6
ChatGPT-4o Advanced 0.56 0.20 7
Claude-3.5 Advanced 0.55 0.25 10

HERE
Reverse

Geocoder

DeepSeek-V3 Advanced 0.50 0.21 5
ChatGPT-4o Advanced 0.52 0.18 7
Claude-3.5 Advanced 0.54 0.23 4

OpenCage
Geocoder

DeepSeek-V3 Advanced 0.54 0.14 6
ChatGPT-4o Intermediate 0.52 0.11 8
Claude-3.5 Intermediate 0.52 0.14 7

HERE
Location

API

Nominatim
DeepSeek-V3 Intermediate 0.48 0.21 6
ChatGPT-4o Advanced 0.52 0.14 7
Claude-3.5 Advanced 0.58 0.27 6

HERE
Reverse

Geocoder

DeepSeek-V3 Advanced 0.52 0.17 6
ChatGPT-4o Advanced 0.59 0.27 5
Claude-3.5 Advanced 0.54 0.22 5

OpenCage
Geocoder

DeepSeek-V3 Advanced 0.48 0.24 4
ChatGPT-4o Advanced 0.50 0.27 5
Claude-3.5 Advanced 0.53 0.28 4

5.2. Performance of AI-Generated Learning Content in Different Locations

To evaluate the performance of our method across different locations, we conducted
additional experiments at a train station, ramen shop, and observation deck. The outputs
(words, sentences, and paragraphs) from these three locations are shown in Figure 5. The
evaluation criteria for the generated content remain the same as in Section 5.1. Additionally,
we added descriptions of the reasoning behind the relevance assessment.

Table 7 shows that the AI-generated content consistently achieves the advanced level
across all locations. Linguistic diversity (0.57–0.59) surpasses the jWriter advanced level
benchmark (0.41), while obscure language usage (0.16–0.20) remains close to the expected
range (0.18), ensuring readability. Relevance scores are high, with the ramen shop and
observation deck scoring 10, and the train station slightly lower at 9. These results confirm
that the generated content is both high-quality and contextually relevant.
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(a) Words for train station (b) Sentences for train station (c) Paragraph for train station

(d) Words for ramen shop (e) Sentences for ramen shop (f) Paragraph for ramen shop

(g) Words for observation deck (h) Sentences for observation deck (i) Paragraph for observation deck

Figure 5. Generated words, sentences, and paragraphs in different locations.
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Table 7. Evaluation of AI-generated content across different locations.

Location Level Linguistic
Diversity

Obscure
Language Rel.

Train station Advanced 0.58 0.20 9
Ramen shop Advanced 0.59 0.20 10

Observation deck Advanced 0.57 0.16 10

The generated content for the train station is as shown in Figure 5a–c. The generated
words, such as “station” and “bus”, were highly relevant to the train station context,
covering essential vocabulary for travel. Sentences like ”How long does it take to go to
Hankyu Rokko Station?” demonstrated practicality and relevance, though they lacked
variations in formality. The paragraph provided a basic situational description of the train
station, mentioning activities like waiting for trains and buying tickets.

The generated content in the ramen shop is shown in Figure 5d–f. Words such as
extra noodles and topping accurately reflected the ramen dining context. Sentences like
”I’d like to order the chashu ramen” were practical and grammatically correct but could
have included more cultural nuances, such as expressions for complimenting food. The
paragraph effectively described the ramen shop environment, highlighting details like the
specialty soup and friendly service.

The generated content for the observation deck is as shown in Figure 5g–i. Words
such as ”night view” and ”tourist” were relevant to the sightseeing context. Sentences like
”Being able to see the entire cityscape of Kobe is amazing!” effectively captured the awe
of the location. The paragraph provided a vivid description of the view and atmosphere,
including details about the transition from dusk to evening.

5.3. User Survey

To comprehensively assess the effectiveness and user experience of AI-generated
Japanese language learning content, we conducted a subjective evaluation. While objective
metrics (such as linguistic accuracy and diversity) provide quantitative insights, subjective
evaluation is crucial for understanding users’ actual learning experiences, preferences,
and perceived effectiveness. This approach allows us to capture factors that are difficult to
quantify, such as engagement, intuitiveness, and learning motivation.

The evaluation was conducted in four real-world scenarios: a library, a train station,
a ramen shop, and an observation deck. Contents were generated by DeepSeek-V3. The
survey focused on four key dimensions:

• Content Relevance—The extent to which the generated content aligns with real-world
contexts and user expectations.

• Content Accuracy—The linguistic correctness of words, sentences, and paragraphs.
• Learning Motivation—The extent to which the AI-generated content fosters users’

intrinsic motivation and interest in language learning.
• Learning Efficiency—The effectiveness of the content in facilitating language acquisi-

tion within a short time frame.

The study involved 10 participants, all non-native Japanese speakers with varying
proficiency levels, ranging from JLPT [86] N4 to N1. Specifically, eight participants were
aged 21–30 years, while two participants were aged 31–40 years. In terms of gender
distribution, seven participants were female, and three participants were male. Regarding
Japanese proficiency levels, three participants were at the N4 level, four at the N3 level,
two at the N2 level, and one at the N1 level. No personally identifiable information was
collected. Each participant rated the generated content using a Likert-style rating scale
(1–10), where 1 indicates “very poor” and 10 indicates “excellent.”
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The survey results are summarized in Figure 6. The green triangle represents the average.
The results indicate that users perceive both content relevance (average: 8.4, range: 8–9) and
accuracy (average: 8.8, range: 8–10) at a high level, suggesting that the AI-generated content
aligns well with real-world contexts and maintains strong linguistic precision. The narrow
range indicates general agreement among participants regarding these aspects. Some users
particularly appreciated how the system tailored content to their current environment,
with one noting the following: “The sentences were highly relevant to my surroundings,
making it easy to connect words with real-life situations.”

In terms of learning motivation (average: 7.9, range: 5–9), the scores exhibit more
variance, with some participants rating it lower. While many users found the location-based
approach engaging, a few expressed a desire for more interactive elements or progressive
difficulty levels. One participant commented: “The system is great for beginners, but I
wish it had more challenging sentence structures for advanced learners.” On the other
hand, participants who rated motivation highly appreciated the real-world relevance of the
content, which made learning feel more practical and immersive. Some users noted the
following: “I found it very engaging because the words I learned were immediately useful
in my surroundings.”

Figure 6. User survey results on content relevance, accuracy, learning motivation, and efficiency.

Similarly, learning efficiency (average: 7.8, range: 6–9) shows the widest spread.
Advanced learners in particular noted that while the contextual learning approach was
useful, the lack of complexity made it feel less efficient for higher proficiency levels. One
participant shared the following: “I liked the contextual aspect, but I felt that the generated
sentences were too simple for my level.” Meanwhile, those who rated efficiency highly
appreciated the quick reinforcement of learned vocabulary in real-world scenarios. As one
participant put it, “Being able to immediately apply what I learned helped me remember
words much faster than traditional study methods.’

We conducted paired t-tests and calculated the 95% confidence intervals as shown
in Table 8. The results indicate that there is a statistically significant difference between
“Content Accuracy” and “Learning Motivation” (p = 0.02, 95% CI: 0.19–1.61) and between
“Content Accuracy” and “Learning Efficiency” (p = 0.01, 95% CI: 0.25–1.75). This suggests
that higher content accuracy may enhance learners’ motivation and learning efficiency.
In contrast, the p-values for “Content Relevance” and “Learning Motivation” (p = 0.24,
95% CI: −0.41–1.41) and for “Content Relevance” and “Learning Efficiency” (p = 0.14,
95% CI: −0.24–1.44) were both greater than 0.05, and their 95% confidence intervals in-
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cluded zero, indicating no significant difference. These findings suggest that content
accuracy may be more important than content relevance and has a stronger impact on
learners’ motivation and learning efficiency.

Table 8. Paired t-test and confidence intervals for learning metrics.

p-Value 95% CI Lower 95% CI Upper

Content Relevance vs. Learning Motivation 0.24 −0.41 1.41
Content Relevance vs. Learning Efficiency 0.14 −0.24 1.44
Content Accuracy vs. Learning Motivation 0.02 0.19 1.61
Content Accuracy vs. Learning Efficiency 0.01 0.25 1.75

Overall, users were highly satisfied with the relevance and accuracy of the content.
The location-based learning model effectively motivates learners, especially beginners.
Future efforts will focus on creating tailored and engaging content to meet the diverse
needs of different language level learners, ensuring both relevance and efficiency in their
learning journey.

5.4. Findings and Analysis

The evaluation of this study demonstrates that the location-based AI language learning
system performs well in terms of content relevance, learning motivation, and fragmented
learning efficiency.

The AI-generated learning materials effectively adapt to various scenarios, ensuring
that the language content aligns with real-world environments and enhances contextualized
learning experiences. By dynamically generating situationally relevant materials, this
approach reduces reliance on predefined content, improving accessibility and supporting
sustainable learning by making resources more flexible and inclusive.

Regarding content quality evaluation, jWriter scores indicate that the AI-generated
content approaches an advanced level in terms of language proficiency, lexical diversity,
and readability, confirming its ability to provide materials that meet learners’ needs. Ad-
ditionally, user feedback further validates this finding, with a content relevance score of
8.4/10 and a learning motivation score of 7.9/10, suggesting that learning in real-world
contexts is more engaging and interactive. However, some advanced learners found the con-
tent to be insufficiently challenging, highlighting the need for more personalized learning
strategies to accommodate different proficiency levels.

The fragmented learning efficiency score of 7.8/10 confirms the system’s effectiveness
in providing a productive learning experience within short time frames. Users generally
agreed that learning environment-relevant expressions during fragmented moments, such
as while waiting for transportation or standing in line, is more practical and facilitates faster
language application compared to traditional mobile learning methods. By integrating
language learning into everyday contexts, this system not only enhances engagement but
also fosters lifelong learning habits, aligning with the principles of sustainable education.

6. Discussion
This study integrates contextual learning and fragmented learning while leveraging

generative AI to overcome the limitations of traditional learning materials, enhancing
the practicality and efficiency of language learning. By dynamically generating adaptive
content, this approach reduces reliance on static resources, improving accessibility and
supporting sustainable learning practices.

Existing research has shown that learning a language in real-life contexts significantly
improves learners’ fluency, grammar proficiency, and vocabulary retrieval ability [88,89]. In
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particular, learners in study-abroad environments use natural language apps [90,91]. This
study employs location-aware technology to generate dynamic, context-based learning
content, thereby enhancing language application skills and fostering lifelong learning by
encouraging learners to engage with their surroundings as a continuous learning resource.

Our approach enables learners to acquire the most commonly used honorific expres-
sions in specific environments. For instance, in a ramen shop, learners can naturally come
across expressions such as “Okaikei onegaishimasu.”—“May I have the bill, please?”,
which is commonly used by customers when requesting the check. By exposing learners
to honorific expressions in real-life contexts, our approach facilitates more intuitive and
practical acquisition of polite language, bridging the gap between textbook learning and
real-world communication.

Additionally, fragmented learning has been proven to be an effective approach for
improving learning outcomes in mobile learning environments [92,93]. For example, short,
high-frequency learning applications such as Anki and Babbel have been shown to enhance
vocabulary retention and grammar mastery [94,95]. By integrating generative AI, this
study enables real-time generation of personalized learning content in different scenarios,
maximizing the efficiency of fragmented learning time. For instance, while waiting for food
at a restaurant, users can engage in practice exercises related to ordering food, whereas
at a train station, they can utilize waiting time to learn dialogues for asking directions or
purchasing tickets. Our approach not only enhances the contextual relevance of learning
content but also optimizes the efficiency of fragmented learning time.

6.1. Limitations

Nonetheless, AI-generated content has certain limitations. Due to the inherent random-
ness of generative AI, learning materials may vary even for the same scenario, potentially
affecting consistency, particularly in situations requiring repetitive practice. Future research
could explore optimizing prompt engineering or integrating users’ learning history to en-
sure more stable and coherent content generation. Additionally, the current study is limited
by the small-scale user evaluation, which does not allow for generalizable conclusions
regarding the system’s effectiveness across diverse learner demographics. Factors such as
age, gender, and language proficiency could influence learning outcomes, requiring a more
extensive user study to verify applicability across different learner groups. While we have
conducted subjective evaluations and employed jWriter for objective analysis of linguistic
characteristics, our assessment of actual learning outcomes remains limited. Specifically,
we have not yet systematically measured learners’ vocabulary retention, comprehension
improvements, or error patterns over time.

In terms of providing immersion, virtualized environment learning can also offer
valuable experiences. For instance, scenario-based conversation simulations (e.g., Babbel
Live [96], Pimsleur [97]) allow learners to practice structured dialogues in a controlled set-
ting, helping them develop fluency before engaging in real-world interactions. Compared
to our approach, virtualized learning does not rely on physical locations, making it more
flexible in terms of accessibility. However, since it is based on predefined scenarios, it can-
not fully simulate all possible real-world situations. Our method complements virtualized
learning by increasing opportunities for learning anytime and anywhere, allowing learners
to apply their knowledge in diverse, real-world contexts.

Integrating cultural elements into language learning accelerates the learning process
and enhances learners’ communicative competence [98]. In the AI-generated learning
materials, some culturally appropriate expressions are incorporated. For example, in a
restaurant scenario, the sentence “Can I get the bill, please?” is translated into a Japanese
phrase that reflects politeness, aligning with Japanese communication norms. However,
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such integration is still limited. Japanese culture places significant emphasis on indirectness,
honorifics, and context-sensitive phrasing, which are not yet systematically embedded in
the generated content.

6.2. Contributions to Sustainable Education

Our approach contributes to sustainable education by minimizing reliance on printed
materials, reducing paper consumption, and eliminating the need for traditional textbooks.
By providing accessible learning opportunities in low-resource environments, it supports
educational equity and ensures that learners, regardless of geographic or socioeconomic
constraints, can benefit from high-quality educational content. Moreover, by enabling
learners to engage with context-aware digital resources anytime and anywhere, this method
fosters lifelong learning habits and encourages a more flexible and inclusive approach
to education.

6.3. Future Work

Future research could further explore personalized learning paths by dynamically
adjusting content difficulty and depth based on users’ proficiency levels. Additionally,
multi-modal learning methods, such as incorporating voice interaction and augmented
reality [99,100], could enrich the learning experience and improve content authenticity.
Further optimization of AI-generated content through improved prompt engineering may
also enhance content accuracy and adaptability.

To enhance the generalizability of our findings, we plan to conduct a larger-scale user
study with participants of varying age groups, proficiency levels, and cultural backgrounds.
To further validate the effectiveness of our approach, we plan to supplement subjective
assessments with objective learning indicators. This includes using standardized vocabu-
lary and comprehension tests, tracking study duration, and analyzing user errors to better
understand learning progress.

To improve cultural relevance, future iterations of our approach will incorporate
customized prompt engineering to guide AI-generated content towards more authentic
and culturally appropriate expressions.

We also plan to incorporate language feature visualization to enhance learners’ under-
standing and engagement in the MALL environment. By leveraging visual representations
of linguistic features, we aim to improve both grammar comprehension and vocabulary
retention. For example, color-coded text highlighting can be used to emphasize subject–
verb–object structures, tense variations, and verb conjugations within a sentence, allowing
learners to quickly grasp essential grammatical patterns. Additionally, interactive grammar
exercises will enable users to click on words to reveal their grammatical roles, inflections,
and usage examples, making learning more intuitive and exploratory.

7. Conclusions
This study proposes a location-based AI-generated e-learning app that integrates

location-awareness technology with AI to dynamically generate learning content tailored
to the user’s location, enhancing the immersiveness and practicality of language learning.

Evaluation results indicate that the AI-generated learning materials are of high quality.
The proposed approach demonstrates strong performance in learning efficiency. In par-
ticular, when the learning content is closely aligned with real-world environments, users
show high motivation and engagement with positive feedback. By reducing dependence
on predefined materials, this approach improves accessibility, ensuring that learners can
acquire relevant knowledge anytime and anywhere, while also fostering lifelong learning
habits by integrating learning into daily contexts, thereby promoting sustainable learning.
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Although this study confirms the potential of AI-generated content in contextual
language learning, ensuring content consistency and adaptability remains a challenge.
Future research will generate learning materials with varying difficulty levels based on
learners’ language proficiency. Optimizing AI-generated content through improved prompt
engineering and learning history integration can enhance stability and personalization.
Furthermore, by integrating speech recognition, computer vision, and immersive learn-
ing technologies, we aim to develop richer multi-modal interactions to further enhance
learners’ language input and output abilities. To further validate the effectiveness of this
approach, a larger-scale user study incorporating standardized learning assessments will
be conducted.
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