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Featured Application: By switching the settings of interaction structures, dialogue systems
can change their behavior, adapt to users, and maintain trust through interaction.

Abstract: As the linguistic capabilities of dialogue systems improve, the importance of
how they interact with humans and build trustworthy relationships is increasing. This
study investigated the effect of interaction structures in a generative Al-driven dialogue
system to improve relationships through interactions. The dialogue system communicated
with subjects in natural language via voice and included a facial expression function. The
settings of dyadic and triadic interaction structures were applied to the system. The one-to-
one dyadic interaction and triadic interaction with joint attention to a topic were designed
following the developmental stages of children’s social communication ability. Subjective
evaluations of the dialogues and the system were conducted through a questionnaire. As
a result, positive evaluations were based on well-constructed structures. The system’s
inappropriate behavior under failed structures reduced the quality of the dialogues and
worsened the evaluation of the system. The interaction structures in the system settings
needed to match the structures intended by the subjects, whether the structures were dyadic
or triadic. Under the matching and successful construction, the system fully demonstrated
its dialogue capability and behaved pleasantly with the subjects. By switching interaction
structures to adapt to users” demands, system behavior becomes more appropriate for users.

Keywords: dialogue system; generative Al; human—computer interaction; dyadic interaction;
triadic interaction; interaction structure; subjective evaluation

1. Introduction

In recent years, interactive systems that humans can operate in natural language are in
demand and have been put into practical use. Dialogue systems, such as customer support
chatbots on corporate websites, virtual assistants and so on, are becoming part of daily life.
Along with the development of relevant technologies, dialogue systems are predicted to
build longer-term and closer personal relationships with users [1]. Dialogue systems are
expected to build relationships with humans as partners.

It has been shown that systems can demonstrate human-like value as communication
partners. The media equation, which suggests that interactive systems can be perceived as
equally human [2], is widely recognized. Conversations with chatbots have positive psy-
chological effects similar to conversations with humans [3], and apologies from robots have
value for people [4]. As a relevant technology, generative Al using large language models
is making dialogues with systems more human-like. Systems can generate new sentences
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as if they had their own mind. For example, ChatGPT-4 (OpenAl, San Francisco, CA, USA)
demonstrated advanced linguistic abilities, answering a theory-of-mind test including a
false belief scenario correctly, which matches the performance of six-year-old children [5],
and it was recognized as a human in a Turing test [6]. Although advanced linguistic abilities
do not show that dialogue systems have their own mind, it has been shown that systems
can behave as if they understand people’s views and minds like humans. More human-like
conversations have been thought to improve relationships between users and systems.
Some conversational software applications have been developed to make interactions more
human-like, introducing emotions, personas, or personal stories [7-9]. However, it also
has been shown that human-like performance is sometimes perceived as unpleasant [10].
Previous research on chatbots’ responses shows some necessary characteristics for positive
user experiences, while the answers to each question, choosing the preferred chatbot’s
response, in the survey were mixed [11]. There is a range of expectations regarding the
behavior of human-like systems. In personal relationships, it is natural that people have
various ways of interacting with others and perceive them differently, person to person.
Systems have become sufficiently human-like to build personal relationships with users,
and they are required to adapt to the range. In our other research, individual preferences in
system behavior were investigated in terms of relationship compatibility between users and
systems to build favorable relationships [12] since personality adaptiveness can become a
valuable feature for systems [13]. This paper focuses on social behavior in interactions to
build trustworthy relationships.

Language is a way to influence human behavior in social interaction. Dialogue
systems using text-generating Al would act as the actuators to influence and assist users’
behavior, which will help to develop the next Al agents [14], including everyday issues
such as healthcare, education, or whole lifestyles [15-17]. In order to assist and sometimes
instruct human behavior via language, it is essential to build trustworthy relationships
because humans are unlikely to accept words without trust. By interacting with each
other, especially through conversation, people adjust rules and common sense, building
relationships of trust and cooperation. The more personal the relationship, the more
important the interaction. Dialogue systems, which talk sufficiently human-like and work
personally in daily life, would need to build trustworthy relationships through interactions
similarly. The importance of interactions with one another is shown in other perspectives.
Regarding cognition of non-living things as living, when the objects indicate relationships
interacting with each other, even if the objects are geometric figures, it is known that a
sense of animacy and empathy for the objects can occur [18,19]. In addition, in the field of
developmental science, it is known that infants have higher level interaction abilities for
social relationships, such as sharing goals, compared to apes [20]. In the research on robots
that aim to interact with humans, the fundamental communication skills related to the
theory of mind are applied to robots and show the potential for application [21]. Applying
human-like social interaction behaviors in conversation to dialogue systems is expected
to help build trustworthy relationships with humans. Particularly, the essential social
behaviors, which are observed during the developmental stages of children, would be
necessary for systems. In parallel, it has been shown that the behavior expected of systems
differs from the behavior expected of humans. Users behave differently toward humans and
chatbots [22,23], and productivity is the primary expectation for chatbots [24]. Generative
Al-driven dialogue systems are emerging as communication partners like humans, not
equal to humans. This study aims to clarify how systems interact socially with humans in
order to improve relationships between humans and systems.

In this study, subjective evaluations of dialogues were investigated in the settings of
dyadic and triadic interaction structures. The settings follow the changes in interaction
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structures from dyadic to triadic in the developmental stages of children regarding social
communication, as shown in the field of developmental science [20]. The dialogue system,
developed using generative Al for the experiment, communicates in natural language with
the subjects via voice and features a facial expression function. The dialogues and the
dialogue system were evaluated through a questionnaire. The experiment was conducted
under the hypothesis that the progressive development of interaction structures in the
system settings would improve interaction and provide favorable dialogues. The hypothe-
sis was partially confirmed; the system received positive evaluations on well-constructed
interaction structures. The structure in the system setting needed to match the structure
that the subject was oriented toward.

The remainder of this paper is structured as follows. Section 2, Methods, describes the
dialogue system, questionnaire, and experimental conditions. Section 3, Results, presents
first, an overview of the dialogue evaluation; second, the dialogue evaluations in the dyadic
and triadic interaction setting, separately; and third, the system evaluation. Section 4,
Discussion, considers the successful construction of interaction structures. Section 5, Con-
clusions, summarizes the findings and describes future work.

2. Methods
2.1. Dialogue System

A laptop PC was used as the dialogue system for the experiment. The subjects
input their voices into the PC microphone. The dialogue system outputs voice-based
communication, reading texts from the PC speakers and displaying facial expression
images on the screen. The PC screen was masked except for the facial expressions. An
overview of the dialogue system is shown in Figure 1.

* Generate response

ChatGPT(OpenAl) Emotional evaluation
Evaluation .
Text output —— Text input

1

Select
face image

Text Voice
to to
Voice Text

S T o e S
i TR S =\
v
Voice output Subject Voice input

Figure 1. An overview of the dialogue system.
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The dialogue was conducted in a question-and-answer format. The subject switched
on the microphone to input a voice comment and then switched it off. The dialogue system
responded to this. There was no continuous dialogue, such as referring to what the subject
had said in the previous turn. ChatGPT (gpt-3.5-turbo-0613 model, OpenAl) was used to
generate sentences for the dialogue system’s voice output.

In the experiment, the dialogue system was a human-like communication partner.
To help the subjects feel this, a facial expression function was developed. It is known
that emotional information can be conveyed to humans through expressions by machine
systems, and using a combination of different forms of expression is effective [25]. The face
image, displayed on the screen of the dialogue system, changes the shape of the mouth and
the face color, as shown in Figure 2. There are five levels of emotional expression, with the
image on the left side used to express more negative emotions and the image on the right
side used to express more positive emotions. To select the face image related to a dialogue,
ChatGPT (gpt-3.5-turbo-0613 model, OpenAl) was used. This feature did not classify
emotions in detail but simply determined whether the emotion was positive or negative. It
is known that cultural differences exist in emotional expression and classification between
Eastern and Western cultures. However, “happy” and “sad” are commonly used for
positive and negative emotions [26]. Therefore, the prompts for emotional evaluation
included the degree of happiness and sadness.

0008

Figure 2. The face images displayed on the screen for five levels of emotional expression.

2.2. Settings of Dyadic and Triadic Interactions

The dialogues were conducted in three types of interaction settings following the
development of children. During stages of communication development in children,
relationships with someone or something begin as a one-to-one dyadic interaction between
oneself and a partner or between oneself and an object of interest. Next, relationships
progress to a triadic interaction involving oneself, a partner, and an object of common
interest, as shown in Figure 3. This is called joint attention, an essential development for
social relationships in human communication at around nine months [20]. The settings
of dyadic and triadic interactions were applied to the dialogue system in the experiment.
An object of common interest in interpersonal communication was a topic in the settings.
Figure 4 shows the interaction structures between the subject, dialogue system, and topic.
The dialogue system interacted in the role of the child, as shown in Figure 3. The system
worked to construct the structures enclosed by the dotted line in Figure 4 according to
each setting.

Partner

Figure 3. Triadic interaction structures between a child, a partner, and an object of interest.
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Figure 4. Interaction structures between the subject, the dialogue system, and the topic, according to
the settings of the dialogue system.

Taking the case where the topic is “Which is better, orange or apple”, as an example,
the behaviors of the system in each setting were as follows:

e In the dyadic interaction (between the system and the subject) setting, the system
responds to what the subject says. If the subject goes off-topic, the system follows the
subject. For example, the subject asks, “What do you like?”, the system responds, “One
of my absolute favorite hobbies is traveling. Exploring new places and experiencing
different cultures brings me so much joy!”

e In the dyadic interaction (between the system and the topic) setting, the system reads
out the prepared sentences one at a time and does not respond to what the subject
says. For example, the subject asks, “What do you like?” the system responds, “Both
oranges and apples have their own wonderful qualities!”

e In the triadic interaction (between the system, the subject, and the topic) setting, the
system responds topically to what the subject says. If the subject goes off-topic, the
system continues to talk about the topic and sometimes points it out. For example, if
a subject asks, “What do you like?” the system responds, “I enjoy both oranges and
apples, but my choice depends on my mood or the season. They’re both nutritious
and delicious fruits, don’t you think?”

2.3. Topic

The topics in the experiment were “Which is better, orange or apple, airplane or bullet
train, summer or winter”, which did not contain a strong meaning or emotion for the
subjects. When subjects were asked to talk about emotional topics in pilot experiments,
the results showed differences in the degree of feelings depending on their chosen topics,
and some subjects felt a resistance to talking. Although exchanging emotions is important
in communication, research on emotional conversations and conversation contents was
not the purpose of this study. Therefore, topics with a strong meaning or emotion were
avoided to ensure the equality of the experimental conditions.

2.4. General Algorithms

The prompts and the processing for the dialogue system in each setting are shown
in Table 1. In the vertical axis of Table 1, the actions of the subject and system are listed
with the progression of the experiment. In the horizontal axis, the experimental conditions,
which are three types of interaction settings, are arranged. In this experiment, the subjects
and the system communicated in Japanese, and the prompts were also written in Japanese.
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Table 1. Prompts to ChatGPT and the processing of the dialogue system in the experiment.

Dialogue Interaction Setting
Progression Dyadic Interaction (with Subject) Dyadic Interaction (with Topic) Triadic Interaction
Start Neutral level facial expression image is displayed, and a standard phrase is announced, e.g., “Hello. The first

topic is which is a better fruit, orange or apple?”

Subject turn

Some voice input, e.g., “I like an orange. I think, an orange is better.”

Processing

Prompt for a response: Respond to
a subject input in a polite tone with
approximately 25 words.

Prompt for emotional evaluation:
Rate happiness and sadness on a
scale of 100 about “a subject input
and a generated response”.

The difference in numbers between
the degree of happiness and

All response texts and face image

selections are prepared in advance.

The generated sentences about
topics are cut into appropriate
lengths, and face images are
selected in the same way as the
others, except for subject inputs.

Prompt for a response: Respond
topically to a subject input in a
polite tone of approximately

25 words on a topic.

Prompt for emotional evaluation:
Rate happiness and sadness on a
scale of 100 about “a subject input
and a generated response”.

The difference in numbers between
the degree of happiness and

sadness is changed to five levels
and used to select a face image.

sadness is changed to five levels
and used to select a face image.

System turn

A selected face image is displayed, and a response text is read out.

Repeat Subject turn, Processing, and System turn for 5 min.

End

A standard phrase is announced, “Thank you. That’s all for this topic. Please fill out the questionnaire. Please

talk to me after you've finished.”

To generate responses, ChatGPT (gpt-3.5-turbo-0613 model, OpenAl) was prompted
in its system role to respond to a subject input in a polite tone with approximately 25 words,
and in its assistant role to provide a reply to a subject input or to provide a reply to a subject
input on a specified topic.

To evaluate emotions, ChatGPT (gpt-3.5-turbo-0613 model, OpenAl) was prompted
in its assistant role to provide a happiness degree and a sadness degree on a scale of
100, evaluating the emotions present in a combination of a subject input and a generated
response to this. The difference in numbers between the degree of happiness and sadness
was converted into five levels with equal intervals, and these levels were used to select a
face image.

Unity (Unity 2022.3.0, Unity Technologies) was used to integrate and present
these functions.

2.5. Questionnaire

A Japanese post-dialogue questionnaire was created for the experiment. Regarding
the dialogue evaluation, some subjects were asked what types of dialogue they consider
to be good in advance. Dialogue evaluation items were developed based on the answers.
The items about the dialogue were as follows: “Fun”, “It listens”, “Can have a smooth
conversation”, and “Want to talk about other topics too”. For the dialogue system evalua-
tion, items were developed with reference to research on communication partners in Japan.
The items from the research on the attractiveness factors of a friend [27] were as follows:
“Independent”, “Sincere”, “Inspiring”, and “Easy to talk to”. The items from the research
on the impression of the communication robot [28] were as follows: “Awkward”, “Has
personality”, and “Inhuman”. Additionally, “Friendly” was included with the expectation
that a friendly system would be evaluated positively as a dialogue partner. The subjects
were asked to respond to each item on a six-point visual analog scale from disagree to
agree. And a free-form comment section was provided.
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2.6. Subjects

The subjects were 13 healthy adults (5 males, 8 females, age 35.8 £ 14.4 years), includ-
ing university students and working adults. It was confirmed in advance that they do not
feel specific difficulty with communication.

The contents of the experiment were explained to the subjects in advance. Informed
consent was obtained from all subjects involved in this study. The experiment involving
human participants was conducted with careful consideration in accordance with the
Research Ethics at Kobe University.

2.7. Experimental Procedure

1. The subject inputs any voice, such as hello, into the system.

2. The dialogue system announces a topic and starts a dialogue.

3. After five minutes, the system announces the end of a dialogue and asks the subject
to fill out the post-dialogue questionnaire.

These steps were repeated for the three types of system settings. When three dialogues
were completed, the dialogue system announced the end of the experiment.

The subjects were only told that there were three types of partners and were not given
any prior information about their respective settings. When the experimenter explained
how to talk with the dialogue system, the subjects practiced talking with the system for
up to two turns. Considering that impressions would change depending on the order, the
order of the settings was switched for each subject to ensure equality. The six possible
orders for the three settings were assigned to the subjects in the order of their participation
in the experiment. To avoid the influence of others, the experiment was conducted in a
room with only the subject, and the contents of the dialogues were not saved. The time
series of the number of characters spoken during the experiment was saved and used to
verify that a dialogue had taken place.

3. Results

All the subjects interacted with the system and responded to the questionnaire. First,
overall trends in the dialogue evaluations from the responses are presented. Second, the
dialogue evaluations in the dyadic and triadic settings are described according to the
subject groups divided based on their high-rating setting. Third, the system evaluations
regarding the impressions received by the subjects are presented.

3.1. The Dialogue Evaluation

The average and standard deviation of the results for the dialogue evaluation items in
the post-dialogue questionnaire are shown in Figure 5. In the Sections 3 and 4, the items in
the post-dialogue questionnaire with a mean evaluation value of 3.0 or less are treated as
negated items, and items with a mean of 4.0 or more as affirmed items. Comments in the
free-form section are cited in relevant discussions. In the results of the dyadic interaction
(with the topic) setting, all four items were negated. These were negative results compared
with the evaluations in the other two settings. The results of the dyadic (with the subject)
and triadic interaction settings showed that “Fun”, “It listens”, and “Want to talk about
other topics too” were affirmed in common. However, the results in the triadic interaction
setting showed many differences across the subjects. The following section examines this
in more detail.
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Figure 5. The results of the post-dialogue questionnaire regarding the dialogue evaluations.

3.2. The Dialogue Evaluation from High-Rating Groups in Dyadic and Triadic Settings

The subjects were divided into three groups based on the sum of evaluation values for
the four items regarding the dialogue in each interaction setting. The dyadic interaction
(with the subject) high-rating group consisted of five subjects, and their evaluation values
were as follows: dyadic (subject) 18.2 & 2.5, dyadic (topic) 9.6 £ 5.1, and triadic 11.0 £ 2.3.
The dyadic interaction (with the topic) high-rating group consisted of one subject, and
their evaluation values were as follows: dyadic (subject) 9, dyadic (topic) 16, and triadic
13. The triadic interaction high-rating group consisted of six subjects, and their evaluation
values were as follows: dyadic (subject) 15.5 & 2.6, dyadic (topic) 9.2 £ 3.0, and triadic
19.8 £ 3.0. There was one subject who gave the same rating of 24 in all three settings. Since
this result is unsuitable for comparison, it is excluded from the following discussion. The
dyadic interaction (with the topic) high-rating group was small with one subject, and the
comparison of the results focusing on this group is omitted.

Figure 6 shows the averages and standard deviations of the results in the dyadic
interaction (with the subject) setting by the dyadic interaction (with the subject) high-rating
group and the others. The Wilcoxon rank-sum test was conducted to compare the dyadic
interaction (with the subject) high-rating group and the others with the evaluation value
of the dialogue. The results indicated no significant difference between the two groups
(p = 0.088). Comparing the average values of the results between the two groups, there
were no notable differences, such as reversing the affirmed and negated evaluations for the
same item.

Figure 7 shows the averages and standard deviations of the results in the triadic
interaction setting by the triadic interaction high-rating group and the others. The Wilcoxon
rank-sum test was conducted to compare the triadic interaction high-rating group and
the others with the evaluation value of the dialogue. The results indicated a significant
difference between the two groups (p = 0.005). The subjects in the high-rating group
evaluated the items “Fun”, “It listens”, “Can have a smooth conversation”, and “Want to
talk about other topics too”, as affirmed. The other subjects evaluated the items “Fun”, “It
listens”, and “Can have a smooth conversation” as negated.
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Figure 6. The results for the post-dialogue questionnaire regarding the dialogue evaluations in the
dyadic interaction (with the subject) setting by the dyadic interaction (with the subject) high-rating
group and the others.
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Figure 7. The results of the post-dialogue questionnaire regarding the dialogue evaluations in the
triadic interaction setting by the triadic interaction high-rating group and the others.

3.3. The Dialogue System Evaluation

Figure 8 shows the averages and standard deviations of the results for the items about
impressions of the dialogue system in the triadic interaction setting by the triadic interaction
high-rating group and the others. The subjects in the high-rating group evaluated the items
“Friendly”, “Independent”, “Sincere”, “Inspiring”, “Has personality”, and “Easy to talk
to” as affirmed, and “Awkward” and “Inhuman” as negated. The others evaluated the
items “Awkward” and “Inhuman” as affirmed, and “Inspiring”, “Has personality”, and
“Easy to talk to” as negated. The evaluations were reversed for five items. Additionally,
comparing the average values of the results in the dyadic interaction (with subject) setting,
there were no notable differences, such as reversing the affirmed and negated evaluations
for the same item. The subjects commonly evaluated the items “Friendly”, “Independent”,

and “Sincere” as affirmed, and “Awkward” and “Inhuman” as negated.
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Figure 8. The results of the post-dialogue questionnaire regarding the dialogue system impressions
in the triadic interaction setting by the triadic interaction high-rating group and the others.

In addition, the system’s face with emotional expressions was not mentioned in the
free-form comment section by any subject. The facial expression changed 18.0 £ 4.4 times
during the three dialogues for each subject in the experiment, and the number of displays
for each expression level was as follows, from the most negative to the most positive: 0,
25+17,42+19,71+21,and 4.2 & 1.4 times. This feature was naturally accepted by
the subjects and did not leave a strong impression.

4. Discussion

In this experiment, the subjects communicated with the human-like dialogue system
using generative Al in the three types of interaction settings and evaluated the dialogues
and the system. The settings of interaction structures changed the system behavior. The
dialogue evaluations in the dyadic interaction (with the topic) setting were negative, and the
dialogue impossibility was indicated in the free-form comments. In the dyadic interaction
(with the subject) setting and triadic interaction setting, the dialogues took place between
the subjects and the system. The evaluations were positive on average, and there was no
mention of the impossibility of dialogue in the comments.

The triadic interaction setting was applied for more advanced interaction with an
expectation that the evaluation would be higher in this setting than the others. The results
confirmed this partly. The evaluations of the dialogue in the triadic interaction setting
were both highly positive and negative, and the system impressions were contrasting. On
the other hand, the dialogues in the dyadic (with the subject) interaction setting, which
is the basic interaction setting, received positive or not negative evaluations. The results
are explained based on the successful or failed construction of the interaction structures,
depending on the structure that the subject was oriented toward, as follows:
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e In the case of the dyadic (with the topic) setting, the structure in the system does
not include the subject, as shown in Figure 4, and does not match any structure to
which the subject belongs. In this case, the structure construction fails between the
system and the subject. In the experiment, the subjects were ignored by the system,
which talked one-sidedly. In the results, they evaluated the dialogues negatively and
commented on the impossibility of dialogue.

e In the case that the subject is oriented toward dyadic interaction, the subject intends
to construct the structure, as shown in Figure 9. This structure matches the structure
in the dyadic (with the subject) setting of the system, as shown in Figure 4, and
they can interact well on the successful construction. However, the structure in
the triadic setting of the system extends beyond this structure. In this case, the
structure construction fails due to the system’s undesirable action for the subject. In
the experiment, the subjects in the dyadic (with the subject) setting high-rating group
would have been oriented toward dyadic interaction. In the results, they evaluated
the dialogue in the dyadic (with the subject) setting positively and the dialogue in the
triadic setting negatively. Their comments in the triadic setting included discomfort
with the dialogue system’s inflexibility in persisting with the topic and forcing them
to say something that the system wanted. They evaluated the system in the triadic
setting as an untrustworthy dialogue partner, awkward and inhuman.

o In the case that the subject is oriented toward triadic interaction, the subject intends
to construct the same structure of the triadic interaction, as shown in Figure 4. This
structure includes the structure in the dyadic (with the subject) setting of the system
and matches the structure in the triadic setting. When the structure is included,
the structure construction succeeds even if it is something lacking for the subject,
and they can interact well to some extent on the successful construction. In the
experiment, the subjects in the triadic setting high-rating group would have been
oriented toward triadic interaction. In the results, they evaluated the dialogue in
the dyadic (with the subject) setting not negatively and the dialogue in the triadic
setting positively. They evaluated the system in the triadic setting as a well-listening,
trustworthy dialogue partner.

‘ Topic ’[ Topic ’

S N
1| Dialogue . ’ I
1 L System JZ‘ Subjest I

N o i o o e ] e (e e 7/

Dyadic interaction
(dialogue system with subject)

Figure 9. The interaction structure desired by the subjects who oriented toward dyadic interaction
with the dialogue system.

Positive evaluations were based on well-constructed interaction structures. The sys-
tem’s inappropriate behavior in failed structures decreased the quality of the dialogues and
damaged the impressions of the system. The interaction structures in the system settings
should match the structures intended by the subjects, whether the structures were dyadic
or triadic. Under the matching and successful construction, the system fully demonstrated
its dialogue capability and behaved pleasantly with the subjects.
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By switching interaction structures to adapt to users” demands, the behavior of systems
becomes more appropriate for users. For example, if a user wants to be listened to for
relaxation, this user wants to interact in a dyadic interaction structure between just the
user and a system without focusing on any topic seriously. The system should behave in a
dyadic setting as a casual listener following casual changes in topics. If a user attempts to
discuss a topic to solve a problem, this user wants to interact in a triadic interaction structure
between the user, a system, and the topic. The system should behave in a triadic setting for
a positive “It listens” evaluation as an active listener. In some cases, being fixed in a simple
and unbreakable structure can be a better choice for systems. The setting of the basic dyadic
interaction structure, which is easy to construct, resulted in moderately positive evaluations
from most of the subjects. On the other hand, the setting of the advanced triadic interaction
structure was effective in improving the evaluations when the construction succeeded.
Superior evaluations can be expected in more advanced structure settings, including further
social factors. Systems should choose better responses in diverse situations. The perspective
of choosing the desired interaction structure could help in responding to situations. The
system’s social communication capability to behave appropriately in adapted interaction
structures enables the building of more trustworthy relationships.

In this experiment, the sample size of 13 subjects was small for statistical verification,
and the reliability of the results was limited. The effects of the interaction structures in
the generative Al-driven system were demonstrated to some extent; however, further
verification is needed. In a future study, a test of a system that adapts to users’ demands, as
described in this paper, is planned to verify its effectiveness. Generative Als continue to
evolve. ChatGPT has been updated from 3.5 to 4, and it responds more skillfully. More
advanced language capabilities will refine the response of the system and provide par-
ticipants with enjoyable conversations. In addition, the emotional expression function
was active, with mainly positive expressions during the dialogues. Although the effect in
non-emotional dialogues was merely that the system was perceived as natural in this study,
handling emotions is important in terms of addressing individuals. Emotional expression
functions should be explored with affective computing technologies, including human
emotion recognition and sentiment analysis, which aim to identify and express emotions
and respond intelligently to human emotions [29]. Furthermore, it is necessary to note the
risks associated with Al dialogue systems. Al technology has been discussed in terms of
social and ethical risks that may undermine people’s autonomy, privacy, and equity. Sys-
tems that include AI technology need to be developed ethically and safely for users [30-32].
Human-like Al dialogue systems, adapted to persons, will become comfortable partners in
daily life. However, they also involve these risks, so their development should be ethical.

5. Conclusions

Settings of interaction structures change the behavior of dialogue systems. By switch-
ing interaction structures in systems to adapt to users’ demands, the structures are success-
fully constructed between users and systems, and the behavior becomes more appropriate
for users. The behavior affects the user’s trust similar to interpersonal relationships.
Dialogue systems could build trustworthy relationships through the interaction in well-
constructed interaction structures.

In future work, a system adapted to users” demands regarding interaction structures
will be examined. In the examination, we plan to consider emotions as an important factor
and include quantitative data from temporal and biometric measurements to enhance
validity. On the other hand, interactive systems targeting specific users, such as children
and the elderly, are needed and should be researched [33,34]. Results different from those
in this study could emerge for specific groups, and research concerning these aspects is also
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required. Regarding communication, the ability to use appropriate words and actions for
building better relationships, such as choosing desired interaction structures, is so-called
social skills in interpersonal relationships. Damage to relationships due to the dialogue
system’s lack of social skills was observed in this study. Not only linguistic capabilities but
also social skills are essential for future systems. Further research is necessary to explore
the expected behavior and the design of social skills for trustworthy relationships between
humans and systems.
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