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#### Abstract

We study static spherically symmetric black hole solutions with a linearly time-dependent scalar field and discuss their linear stability in the shift- and reflection-symmetric subclass of quadratic degenerate higher-order scalar-tensor (DHOST) theories. We present the explicit forms of the reduced system of background field equations for a generic theory within this subclass. Using the reduced equations of motion, we show that in several cases the solution is forced to be of the Schwarzschild or Schwarzschild-(anti-)de Sitter form. We consider odd-parity perturbations around general static spherically symmetric black hole solutions and derive the concise criteria for the black holes to be stable. Our analysis also covers the case with a static or constant profile of the scalar field.
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## I. INTRODUCTION

Modified gravity is a useful scheme for testing gravitation on cosmological scales and/or in the strong-field regimes. There are several ways to relax the assumptions of the Lovelock's theorem [1,2], and correspondingly several kinds of models of modified gravity, e.g., scalar-tensor theories, massive gravity, and higher-dimensional gravity [3]. A common feature among them is that they have additional degree(s) of freedom (DOFs) on top of the metric. Hence, scalar-tensor theories having only one additional DOF could help capturing fundamental aspects of such modified gravity theories with less technical complexity.

In the context of scalar-tensor theories, there have been a growing interest in a unified framework to incorporate the existing theories having higher derivatives in their Lagrangian (see Refs. [4,5] for recent reviews). To this end, a crucial difficulty is the existence of unstable extra DOFs (known as "Ostrogradsky ghosts") [6] associated with higher-order derivatives in equations of motion (EOMs). To circumvent this problem, one has to design a theory so that it allows a sufficient number of constraints to eliminate the extra DOFs in the Hamiltonian language, which is equivalent to require its Euler-Lagrange (EL) equations have degenerate higher-derivative terms [7-12]. The degeneracy allows one to reduce a priori higher-order EL equations to a system of lower-order differential equations. A class of scalar-tensor theories that can trivially satisfy this requirement is the Horndeski theory [13-15], which possesses the most general second-order EL
equations for single-field scalar-tensor theories. There are yet broader classes having degenerate higher-order EL equations, such as Gleyzes-Langlois-Piazza-Vernizzi (GLPV, also known as "beyond Horndeski") theories [16] and degenerate higher-order scalar-tensor (DHOST) theories [8,17-20]. DHOST theories provide the broadest class of scalar-tensor theories without Ostrogradsky ghost among those proposed so far respecting general covariance. ${ }^{1}$

The aim of the present paper is to investigate static spherically symmetric black hole ( BH ) solutions in DHOST theories. Analytic BH solutions in quadratic DHOST theories with a scalar field having a constant kinetic term were explored in Refs. [24-26]. In Ref. [25], two of the authors of the present paper derived the spherically symmetric solutions with a linearly time-dependent scalar field in the shift-symmetric subclass of quadratic DHOST theories, which could reproduce the known solutions of the same type in the limit of the Horndeski [27,28] and GLPV [29] theories. The stability of such BH solutions has been studied within the Horndeski theories [30,31], but a similar analysis for DHOST theories is still lacking. Thus, the stability analysis presented in the present paper will be an extension and completion of the former studies. We shall consider the so-called "class Ia"

[^0](also called "class ${ }^{2} \mathrm{~N}-\mathrm{I}$ ") of quadratic DHOST theories [8,17,18,32], especially its shift- and reflection-symmetric subclass as it admits static BH solutions with a linearly time-dependent scalar field $[27,33]$. This subclass allows "stealth" Schwarzschild metric (i.e., which is independent of the model parameters of the scalar sector, and thus the existence of the scalar field is hidden in the background spacetime geometry) and "self-tuned" Schwarzschild-(anti-)de Sitter metric (i.e., whose effective cosmological constant is independent of the bare one) as an exact solution under certain conditions [25]. These solutions will also serve as a boundary condition of analytic or numerical solutions in the presence of a compact object with a nontrivial matter profile in DHOST theories and thus be useful for future studies of their spacetime geometry and possible observational signatures.

It is important to note that one needs a special care for the stability analysis of BH solutions with a linearly timedependent scalar field in the shift-symmetric scalar-tensor theories, since the quadratic action for the linear perturbations contains a nonvanishing cross term of time and spatial derivatives. As pointed out in Refs. [29,34], an unbounded Hamiltonian in a specific coordinate system does not necessarily mean instability of the system. This is because a Hamiltonian is not a scalar quantity, and thus there may exist a coordinate system where the Hamiltonian is bounded below. Indeed, as we will demonstrate in Sec. III C, a coordinate transformation that eliminates the cross term in the quadratic action could make the Hamiltonian bounded below, even in the case where the Hamiltonian is unbounded in the original coordinate system.

The rest of this paper is organized as follows. In Sec. II, we define the model and study its static spherically symmetric BH solutions with a linearly time-dependent scalar field. We demonstrate how to reduce a priori higherorder EL equations to a lower-order system and investigate several specific cases where it is possible to obtain exact

BH solutions. In Sec. III, we discuss the stability of BHs under linear odd-parity perturbations to obtain criteria for the BH solutions to be stable. In Sec. IV, we apply the stability criteria to several exact BH solutions. Finally, we draw our conclusions in Sec. V.

## II. HAIRY BLACK HOLES IN SHIFT- AND REFLECTION-SYMMETRIC QUADRATIC DHOST THEORIES

## A. The action

We consider the shift-symmetric subclass of quadratic DHOST theories [8], whose action has the form,

$$
\begin{align*}
S= & \int d^{4} x \sqrt{-g}\left[F_{0}(X)+F_{1}(X) \square \phi\right. \\
& \left.+F_{2}(X) R+\sum_{I=1}^{5} A_{I}(X) L_{I}^{(2)}\right] \tag{1}
\end{align*}
$$

where $F_{0}, F_{1}, F_{2}$, and $A_{I}(I=1, \ldots, 5)$ are functions of $X:=\phi_{\mu} \phi^{\mu}$ and
$L_{1}^{(2)}:=\phi^{\mu \nu} \phi_{\mu \nu}, \quad L_{2}^{(2)}:=(\square \phi)^{2}, \quad L_{3}^{(2)}:=\phi^{\mu} \phi_{\mu \nu} \phi^{\nu} \square \phi$,
$L_{4}^{(2)}:=\phi^{\mu} \phi_{\mu \nu} \phi^{\nu \lambda} \phi_{\lambda}, \quad L_{5}^{(2)}:=\left(\phi^{\mu} \phi_{\mu \nu} \phi^{\nu}\right)^{2}$,
with $\phi_{\mu}:=\nabla_{\mu} \phi$ and $\phi_{\mu \nu}:=\nabla_{\mu} \nabla_{\nu} \phi$. Clearly, the action respects the shift symmetry $\phi \rightarrow \phi+$ const. To avoid the generic problem of Ostrogradsky ghost associated with higher derivatives, one has to tune the coupling functions $F_{2}$ and $A_{I}$ 's, so that the higher-derivative terms in the EL equations are degenerate. All such possibilities have been exhausted in Ref. [8] and further classified in Refs. [17,32]. Among these classes is the "class Ia" [32] (also known as "class ${ }^{2} \mathrm{~N}-\mathrm{I}$ " [18]), where $A_{2}, A_{4}$, and $A_{5}$ are written as

$$
\begin{align*}
A_{2}= & -A_{1} \neq-\frac{F_{2}}{X} \\
A_{4}= & \frac{1}{8\left(F_{2}-X A_{1}\right)^{2}}\left\{4 F_{2}\left[3\left(A_{1}-2 F_{2 X}\right)^{2}-2 A_{3} F_{2}\right]-A_{3} X^{2}\left(16 A_{1} F_{2 X}+A_{3} F_{2}\right)\right. \\
& \left.+4 X\left(3 A_{1} A_{3} F_{2}+16 A_{1}^{2} F_{2 X}-16 A_{1} F_{2 X}^{2}-4 A_{1}^{3}+2 A_{3} F_{2} F_{2 X}\right)\right\} \\
A_{5}= & \frac{1}{8\left(F_{2}-X A_{1}\right)^{2}}\left(2 A_{1}-X A_{3}-4 F_{2 X}\right)\left[A_{1}\left(2 A_{1}+3 X A_{3}-4 F_{2 X}\right)-4 A_{3} F_{2}\right] \tag{3}
\end{align*}
$$

while $F_{0}, F_{1}, F_{2}, A_{1}$, and $A_{3}$ remain arbitrary functions. Here, a subscript $X$ denotes a derivative with respect to $X$. The condition $A_{1} \neq F_{2} / X$ is necessary for the existence of two tensor modes [35]. This class includes Horndeski and GLPV theories up to quadratic-order interaction: The action reduces to that of GLPV theory by taking
$A_{1}=2 F_{2 X}+\frac{X}{2} A_{3}$ and further to that of Horndeski theory by additionally imposing $A_{3}=0$. It should also be noted that the other classes of quadratic DHOST theories are phenomenologically undesirable as they exhibit ghost/ gradient instabilities in either of the tensor or scalar perturbations on a cosmological background, or otherwise
the tensor DOFs do not propagate $[35,36]$. Thus, throughout the present paper, we focus on the class Ia of quadratic DHOST theories. Moreover, we restrict ourselves to the theories with $F_{1}=0$, i.e., those invariant under the reflection of the scalar field $\phi \rightarrow-\phi$, which significantly simplifies the analysis.

Note that the shift- and reflection-symmetric subclass of the class Ia of quadratic DHOST theories is closed under disformal transformation [37] of the form,

$$
\begin{equation*}
g_{\mu \nu} \rightarrow \tilde{g}_{\mu \nu}:=\Omega(X) g_{\mu \nu}+\Gamma(X) \phi_{\mu} \phi_{\nu} \tag{4}
\end{equation*}
$$

as long as $\Omega\left(\Omega-X \Omega_{X}-X^{2} \Gamma_{X}\right) \neq 0$, so that the transformation is invertible $[38,39]$. This is consistent with the fact that an invertible transformation does not change the number of DOFs [39,40]. The class Ia of quadratic DHOST theories is known to be recast into the Horndeski class via conformal/disformal transformation $[17,32]$. Even though the structure of the Lagrangian would be simplified by such a transformation, in general the metric and scalar field profile would be modified, while there exists a special case in which the disformal transformation preserves the form of solution and merely changes the parameters of the solution after a certain redefinition of coordinates (see Appendix A).

Before proceeding to the next section, let us comment on the constraints from the results of gravitational wave observations. From the almost simultaneous detection of the gravitational waves GW170817 and the $\gamma$-ray burst 170817A emitted from a binary neutron star merger [41-43], it turned out that the propagation speed of gravitational waves $\left(c_{\mathrm{GW}}\right)$ coincides with that of light $\left(c_{\text {light }}:=1\right)$ to a precision of $10^{-15}$. This can be satisfied for theories with $A_{1}=0$, where $c_{\mathrm{GW}}=1$ holds exactly for any cosmological background [44]. Another requirement is that the decay rate of gravitational waves into the scalar field should be small, which is satisfied if $A_{3}=0$ [45]. However, it should be remarked that these constraints apply only to the low-redshift universe $(z \lesssim 0.01)$. Furthermore, the energy scales observed by LIGO/Virgo lie close to the typical cutoff scale of many dark energy models [46], so that it might be premature to exclude theories with $A_{1} \neq 0$ and/or $A_{3} \neq 0$. Hence, we leave $A_{1}$ and $A_{3}$ arbitrary unless otherwise stated.

## B. Reduction of background equations

Since we are interested in static spherically symmetric BH solutions, the background metric has the form,

$$
\begin{align*}
\bar{g}_{\mu \nu} d x^{\mu} d x^{\nu}= & -A(r) d t^{2}+\frac{d r^{2}}{B(r)}+2 C(r) d t d r \\
& +D(r) r^{2} \gamma_{a b} d x^{a} d x^{b} \tag{5}
\end{align*}
$$

where $a$ and $b$ denote angular variables and $\gamma_{a b}$ represents the metric on a two-dimensional sphere. The scalar field is assumed to have a linearly time-dependent term as well as the $r$-dependent term,

$$
\begin{equation*}
\phi(t, r)=q t+\psi(r) \tag{6}
\end{equation*}
$$

where $q$ is a nonvanishing constant and $\psi^{\prime} \neq 0$, with a prime denoting differentiation with respect to $r$. This is consistent with the static Ansatz of the metric due to the shift symmetry of the theory $[27,33]$. We shall discuss BH solutions with $q=0$ and/or $\psi^{\prime}=0$ in Sec. II C. It should be noted that a rescaling of time coordinate $t \rightarrow \alpha t$ amounts to the redefinition,

$$
\begin{equation*}
A \rightarrow \alpha^{2} A, \quad C \rightarrow \alpha C, \quad q \rightarrow \alpha q \tag{7}
\end{equation*}
$$

in Eqs. (5) and (6), and the structure of the solution itself remains unchanged.

Substituting the Ansatze (5) and (6), the action is written in terms of $A, B, C, D$, and $\psi$, from which we obtain the corresponding five EL equations $\mathcal{E}_{\Phi}=0(\Phi=A, B, C, D$, $\psi)$. After deriving the EL equations, one may impose gauge fixing conditions $C=0$ and $D=1$. Note that not all of these equations are independent: $\mathcal{E}_{D}=0$ and $\mathcal{E}_{\psi}=0$ are automatically satisfied for any configuration that satisfies $\mathcal{E}_{A}=0, \mathcal{E}_{B}=0$, and $\mathcal{E}_{C}=0$. Thus, in what follows, we study solutions of the EL equations for $A, B$, and $C$.

A crucial difference from the case of Horndeski theories is that each of the EL equations contains higher-derivative terms $A^{\prime \prime}$ and $\psi^{\prime \prime \prime}$. Nevertheless, thanks to the degeneracy of the theory, it is possible to arrange the system of EOMs into the one with at most second derivatives. This can be achieved in a similar manner as in Ref. [47]. In what follows, we replace the derivatives of $\psi$ by $X, X^{\prime}$, and $X^{\prime \prime}$ by use of

$$
\begin{equation*}
X=-\frac{q^{2}}{A}+B \psi^{12} \tag{8}
\end{equation*}
$$

First, by taking a linear combination of $\mathcal{E}_{B}=0$ and $\mathcal{E}_{C}=0$, one can simultaneously remove $A^{\prime \prime}, X^{\prime \prime}$, and $B^{\prime}$, which allows us to express $B$ in terms of $\left(r, A, A^{\prime}, X, X^{\prime}\right)$,

$$
\begin{align*}
B^{-1}= & \frac{8\left(F_{2}-X A_{1}\right)+r X^{\prime}\left(4 F_{2 X}-2 A_{1}+X A_{3}\right)}{32 A\left(r^{2} F_{0}+2 F_{2}\right)\left(F_{2}-X A_{1}\right)^{2}}\left\{8\left(F_{2}-X A_{1}\right)\left[(r A)^{\prime}\left(F_{2}-X A_{1}\right)-q^{2} A_{1}\right]\right. \\
& \left.+r X^{\prime}\left[2\left(2 F_{2 X}-A_{1}\right)\left(3 A F_{2}+\left(q^{2}-3 X A\right) A_{1}\right)+\left(4 q^{2}+3 X A\right) A_{3} F_{2}-3\left(q^{2}+X A\right) X A_{1} A_{3}\right]\right\} . \tag{9}
\end{align*}
$$

Next, substituting this into $\mathcal{E}_{A}=0$ and $\mathcal{E}_{C}=0$, we obtain equations of the form,

$$
\begin{align*}
& K_{1} A^{\prime \prime}+K_{2} X^{\prime \prime}+J_{1}=0,  \tag{10}\\
& K_{1} A^{\prime \prime}+K_{2} X^{\prime \prime}+J_{2}=0, \tag{11}
\end{align*}
$$

with $K_{1}, K_{2}, J_{1}$, and $J_{2}$ being functions of $\left(r, A, A^{\prime}, X, X^{\prime}\right)$. It is notable that, by virtue of the degeneracy, we have the same coefficients $K_{1}$ and $K_{2}$ in front of $A^{\prime \prime}$ and $X^{\prime \prime}$, respectively, and thus the terms with $A^{\prime \prime}$ and $X^{\prime \prime}$ can be eliminated simultaneously. As a consequence, we obtain a lower-order equation $J_{1}=J_{2}$, which reads

$$
\begin{equation*}
J_{1}-J_{2}=k_{1} A^{\prime}+k_{2} X^{\prime}+k_{3}=0 \tag{12}
\end{equation*}
$$

where $k_{1}, k_{2}$, and $k_{3}$ are functions of $(r, A, X)$ (see Appendix B for their explicit forms). This can be solved for $X^{\prime}$ as

$$
\begin{equation*}
X^{\prime}=-\frac{k_{1} A^{\prime}+k_{3}}{k_{2}} \tag{13}
\end{equation*}
$$

Then, this equation can be used to eliminate $X^{\prime}$ and $X^{\prime \prime}$ from Eq. (11). This manipulation also removes $A^{\prime \prime}$, which is again due to the degeneracy of the theory. Hence, the resultant equation is written in terms of $r, A, A^{\prime}$, and $X$, from which we obtain $A^{\prime}$ in the form $A^{\prime}=\Psi_{1}(r, A, X)$. Combining this with Eqs. (9) and (13), we finally obtain a reduced system of EOMs written only by lower-order derivatives,
$A^{\prime}=\Psi_{1}(r, A, X), \quad B=\Psi_{2}(r, X) A, \quad X^{\prime}=\Psi_{3}(r, X)$.

The expressions of $\Psi_{1}, \Psi_{2}$, and $\Psi_{3}$ are presented in Appendix B. As expected, the EOMs for the Horndeski theory are reproduced by taking the limit $A_{1} \rightarrow 2 F_{2 X}$ with $A_{3} \rightarrow 0$ in Eq. (14). For given coupling functions $F_{0}, F_{2}, A_{1}$, and $A_{3}$, one can first solve the differential equation $X^{\prime}=\Psi_{3}(r, X)$ to obtain $X=X(r)$, which completely determines the ratio between $A$ and $B$ from $B=\Psi_{2}(r, X(r)) A$. Then, from $A^{\prime}=\Psi_{1}(r, A, X(r))$, one obtains $A$ as a function of $r$.

Note in passing that there exist models for which the above reduction procedure does not apply. As an explicit example, we consider the case with $A_{3}=-2\left(F_{2} A_{1}\right)_{X} / F_{2}$, which includes the model with $A_{1}=A_{3}=0$ (i.e., those with $c_{\mathrm{GW}}=1$ and without decay of gravitons) as a special case. In this case, Eq. (13) does make sense, but it leads to $B^{-1}=0$ once substituted into Eq. (9). This explains why the above procedure fails for this particular class of models. However, this does not imply this class does not allow physically sensible solutions. We note that

$$
\begin{align*}
& k_{1} A^{\prime}+k_{2} X^{\prime}+k_{3} \propto 2 F_{0 X} F_{2}\left(F_{2}-X A_{1}\right) \\
& \quad-F_{0}\left(4 F_{2} F_{2 X}-F_{2} A_{1}-3 X F_{2 X} A_{1}-X F_{2} A_{1 X}\right) \tag{15}
\end{align*}
$$

so that Eq. (12) is satisfied if
$F_{0 X}=\frac{4 F_{2} F_{2 X}-F_{2} A_{1}-3 X F_{2 X} A_{1}-X F_{2} A_{1 X}}{2 F_{2}\left(F_{2}-X A_{1}\right)} F_{0}$.
This equation can be satisfied algebraically if $X=X_{0}=$ const, where $X_{0}$ is a real root of Eq. (16) (if it exists). Then, Eq. (11) is simplified as
$r\left(2 F_{2}+r^{2} F_{0}\right) A^{\prime \prime}+4 F_{2} A^{\prime}-2 r F_{0} A=-\frac{2 q^{2} F_{0} A_{1}}{F_{2}-X_{0} A_{1}} r$,
where $F_{0}, F_{2}$, and $A_{1}$ are evaluated at $X=X_{0}$. On the other hand, if there exists a constant $\Lambda$ such that

$$
\begin{equation*}
F_{0}=-2 \Lambda F_{2}^{3 / 2} \sqrt{F_{2}-X A_{1}} \tag{18}
\end{equation*}
$$

then Eq. (16) is identically satisfied. Note that now only $F_{2}$ and $A_{1}$ remain arbitrary. It should be remarked that, as we will see in Sec. III C, a stable BH solution satisfies $F_{2}>0$ and $F_{2}-X A_{1}>0$. For this specific case, a disformal transformation,

$$
\begin{equation*}
g_{\mu \nu} \rightarrow \tilde{g}_{\mu \nu}=\sqrt{F_{2}\left(F_{2}-X A_{1}\right)}\left(g_{\mu \nu}+\frac{A_{1}}{F_{2}-X A_{1}} \phi_{\mu} \phi_{\nu}\right), \tag{19}
\end{equation*}
$$

brings the action into the form,

$$
\begin{equation*}
S=\int d^{4} x \sqrt{-\tilde{g}}(\tilde{R}-2 \Lambda) \tag{20}
\end{equation*}
$$

i.e., general relativity with a cosmological constant $\Lambda$. The transformation is invertible unless $F_{2}^{3 / 2} / \sqrt{F_{2}-X A_{1}} \propto X$. Therefore, in contrast to generic DHOST theories, this subclass has only two physical DOFs, and the system of EL equations is equivalent to those in general relativity [39]. This means that one cannot determine all $A, B$, and $X$ in this subclass: Any of them remains an arbitrary function of $r$. Similarly, there would also be a subtlety in BH solutions in the cuscuton theory [48] and its extension [49] having only two propagating DOFs when $\phi_{\mu}$ is timelike. The same remark may also apply to the cuscuta-Galileon [50] whose kinetic term can be reduced to a total derivative in flat spacetime. We leave these issues for future study.

## C. Black holes with $\boldsymbol{q}=0$ and/or $\psi^{\prime}=0$

Although we investigated BH solutions with $q \psi^{\prime} \neq 0$ in the previous section, those where the scalar field have a static profile $\phi=\psi(r)$ (i.e., $q=0$ ) or a constant profile (i.e., $q=0$ and $\psi^{\prime}=0$ ) have also been extensively studied
in the literature. This type of solutions needs a special attention since $\mathcal{E}_{C}$ can be written as

$$
\begin{equation*}
\mathcal{E}_{C}=q \psi^{\prime} \tilde{\mathcal{E}}_{C}\left(r, A, A^{\prime}, A^{\prime \prime}, B, B^{\prime}, X, X^{\prime}, X^{\prime \prime}\right) \tag{21}
\end{equation*}
$$

and thus $\mathcal{E}_{C}=0$ becomes trivial if $q \psi^{\prime}=0$. In fact, what we used in deriving the reduced EOMs (14) is not $\mathcal{E}_{C}$ itself but rather $\tilde{\mathcal{E}}_{C}$. Since $\mathcal{E}_{D}=0$ can always be reproduced from the other EL equations, we focus on $\mathcal{E}_{A}=\mathcal{E}_{B}=\mathcal{E}_{\psi}=0$ in the present section.

## 1. The case of $\psi^{\prime}=0$

Let us first consider solutions with $\psi^{\prime}=0$, which include $\phi=$ const as a special case. In this case, $X$ is no longer an independent variable since $X=-q^{2} / A$. It should also be noted that $\mathcal{E}_{\psi}=0$ becomes trivial, and thus the independent equations are $\mathcal{E}_{A}=\mathcal{E}_{B}=0$. One can first solve $\mathcal{E}_{B}=0$ to obtain $B$ as a function of $\left(r, A, A^{\prime}\right)$. Then, substituting this into $\mathcal{E}_{A}=0$ yields a second-order differential equation for $A$. Thus, we obtain $A$ and $B$ as functions of $r$.

## 2. The case of $q=0$ and $\psi^{\prime} \neq 0$

Next, let us consider solutions with $q=0$ and $\psi^{\prime} \neq 0$. In this case, one has to take into account $\mathcal{E}_{\psi}=0$, which can be integrated to give

$$
\begin{equation*}
\tilde{\mathcal{E}}_{C}=\frac{c}{A} \tag{22}
\end{equation*}
$$

where $c$ is an integration constant. Note that $\tilde{\mathcal{E}}_{C}=0$ is reproduced if $c=0$. Thus, one can remove higher derivatives from the system of differential equations $\mathcal{E}_{A}=\mathcal{E}_{B}=$ $\mathcal{E}_{\psi}=0$ in a similar manner as in Sec. II B.

To sum up, in either case, one has to consider a different system of EOMs from the one in the $q \psi^{\prime} \neq 0$ case. Therefore, one should treat the solutions with $q \psi^{\prime}=0$ separately. Nevertheless, at the level of linear odd-parity perturbations, one can treat all the solutions in a unified manner (see Sec. III A).

## D. Exact black holes with linearly time-dependent scalar hair

Let us consider exact BH solutions with $q \psi^{\prime} \neq 0$. In Ref. [25], Schwarzschild-(anti-)de Sitter metric with linearly time-dependent scalar field with a constant kinetic term was considered in shift-symmetric quadratic DHOST theories, and specific theories that allow them as exact solutions were identified. Here, we consider the reduced background equations (14) without assuming a specific metric solution and show that in several cases the solution is forced to be of the Schwarzschild or Schwarzschild-(anti-)de Sitter form.

## 1. Exact solutions for the case with $F_{0}=0$

First, in the case of $F_{0}=0$, Eq. (14) is drastically simplified,

$$
\begin{equation*}
A^{\prime}=-\frac{q^{2}+X A}{r X}, \quad B=-\frac{X}{q^{2}} A, \quad X^{\prime}=0 \tag{23}
\end{equation*}
$$

This can be straightforwardly integrated to give the Schwarzschild solution with a constant kinetic term,

$$
\begin{equation*}
A=B=1-\frac{\mu}{r}, \quad X=-q^{2} \tag{24}
\end{equation*}
$$

where $\mu$ is an integration constant and we have rescaled $t$ so that $A=B$. The coupling functions satisfy $F_{0}=F_{1}=0$ and $A_{1}+A_{2}=0$, which is consistent with the condition for the "case 1 " of Ref. [25], and also the condition for the existence of general relativity solution in the limit of constant scalar field [51]. We emphasize that here we derived the Schwarzschild solution without assuming it a priori. Namely, for generic shift- and reflection-symmetric class Ia quadratic DHOST theories with $F_{0}=F_{1}=0$, the solution is forced to be the Schwarzschild metric with $X$ being a fixed constant $-q^{2}$. This generalizes the result of Ref. [47].

## 2. Exact solutions with $X=$ const

Next, let us focus on solutions with $X=X_{0}=$ const. It is still possible for this case to obtain an exact solution even without specifying the theory. Since $X^{\prime}=0, \Psi_{3}\left(r, X_{0}\right)$ in Eq. (14) should vanish, which implies

$$
\begin{equation*}
F_{0 X}=\frac{8 F_{2 X}-2 A_{1}+4 X A_{1 X}+3 X A_{3}}{4\left(F_{2}-X A_{1}\right)} F_{0} \tag{25}
\end{equation*}
$$

at $X=X_{0}$ [see Eq. (B9)]. Note that Eq. (25) reduces to Eq. (16) by taking $A_{3}=-2\left(F_{2} A_{1}\right)_{X} / F_{2}$. Generically, Eq. (25) will fix the value of $X_{0}$ (as long as it has a real solution). Yet, for models where Eq. (25) becomes trivial (e.g., those with $F_{0}=0$ ), $X_{0}$ remains an arbitrary constant. In either case, the remaining two EOMs in Eq. (14) reduce to
$A^{\prime}=-\frac{q^{2}+X_{0} A}{X_{0} r}-\frac{q^{2} r F_{0}\left(X_{0}\right)}{2 X_{0}\left[F_{2}\left(X_{0}\right)-X_{0} A_{1}\left(X_{0}\right)\right]}, \quad B=-\frac{X_{0}}{q^{2}} A$,
which yield
$B=1-\frac{\mu}{r}+\frac{F_{0}\left(X_{0}\right)}{6\left[F_{2}\left(X_{0}\right)-X_{0} A_{1}\left(X_{0}\right)\right]} r^{2}=-\frac{X_{0}}{q^{2}} A$,
with $\mu$ being an integration constant. Moreover, if $X_{0}<0$, one can set $A=B$ (and thus $X_{0}=-q^{2}$ ) by rescaling $t$, so that we have the Schwarzschild-(anti-)de Sitter solution.

Taking Eq. (25) into account, this case is consistent with "case $1-\Lambda$ " of Ref. [25].
3. Exact solutions for the case with $A_{3}=-2\left(F_{2} A_{1}\right)_{X} / F_{2}$

Finally, let us consider the case of $A_{3}=-2\left(F_{2} A_{1}\right)_{X} / F_{2}$. As mentioned in Sec. II B, in this case the reduced equations are given by Eqs. (16) and (17) instead of Eq. (14). Let us focus on solutions with $X=X_{0}=$ const, where $X_{0}$ is a real root of Eq. (16). We can then integrate Eq. (17) to obtain

$$
\begin{equation*}
A=1-\frac{\mu}{r}+\frac{F_{0}\left(X_{0}\right)\left[F_{2}\left(X_{0}\right)-\left(X_{0}+q^{2}\right) A_{1}\left(X_{0}\right)\right]}{6 F_{2}\left(X_{0}\right)\left[F_{2}\left(X_{0}\right)-X_{0} A_{1}\left(X_{0}\right)\right]} r^{2} \tag{28}
\end{equation*}
$$

with $\mu$ being an integration constant. Here, the other integration constant has been absorbed into a rescaling of $t$. Then, substituting this result back into Eq. (9), we have

$$
\begin{equation*}
A=\lambda B, \quad \lambda:=\frac{F_{2}\left(X_{0}\right)-\left(X_{0}+q^{2}\right) A_{1}\left(X_{0}\right)}{F_{2}\left(X_{0}\right)} . \tag{29}
\end{equation*}
$$

Since $\lambda \neq 1$ in general, we have the Schwarzschild-(anti-)de Sitter solution with a deficit solid angle. However, if $A_{1}=0$ or $X_{0}=-q^{2}$, we have $\lambda=1$, and thus there is no solid angle deficit. These results are a natural generalization of the Schwarzschild-type solution with a deficit solid angle with static scalar field derived in Ref. [25], whose deficit solid angle also vanishes for $A_{1}=0$ or $X_{0}=-q^{2}$. The limiting case $A_{1}=0$ or $X_{0}=-q^{2}$ of the solution (29) is consistent with "case $2-\Lambda$ " of Ref. [25], whereas the particular case $F_{0}\left(X_{0}\right)=$ $F_{0 X}\left(X_{0}\right)=0$ with the Schwarzschild solution corresponds to "case 2" of Ref. [25].

Thus far, we have obtained exact BH solutions with $X=$ const. By choosing the coupling functions in the Lagrangian appropriately, one may find an exact solution with a nonconstant $X$ as in Ref. [52], but this is beyond the scope of the present paper. Note that stability analysis in Sec. III applies to any exact solution since we shall use only the background equations but not an explicit background solution.

## III. ODD-PARITY PERTURBATIONS

To study perturbations of a spherically symmetric BH , it is useful to separate the deviation of the metric from its background value, $h_{\mu \nu}:=g_{\mu \nu}-\bar{g}_{\mu \nu}$, into the odd- and even-parity perturbations as odd- and even-parity modes are completely decoupled from each other unless the Lagrangian contains parity violating terms leading to analysis of coupled equations [53,54]. Since the analysis of the even-parity perturbations is technically involved, we consider only the odd-parity perturbations in the present paper. The odd-parity perturbations can be decomposed as follows [55]:

$$
\begin{align*}
h_{t t} & =h_{t r}=h_{r r}=0 \\
h_{t a} & =\sum_{\ell, m} h_{0, \ell m}(t, r) E_{a}^{b} \bar{\nabla}_{b} Y_{\ell m}(\theta, \varphi), \\
h_{r a} & =\sum_{\ell, m} h_{1, \ell m}(t, r) E_{a}{ }^{b} \bar{\nabla}_{b} Y_{\ell m}(\theta, \varphi), \\
h_{a b} & =\sum_{\ell, m} h_{2, \ell m}(t, r) E_{(a}{ }^{c} \bar{\nabla}_{|c|} \bar{\nabla}_{b)} Y_{\ell m}(\theta, \varphi), \tag{30}
\end{align*}
$$

where $Y_{\ell m}$ is the spherical harmonics, $E_{a b}$ is the completely antisymmetric tensor defined on a two-dimensional sphere, and $\bar{\nabla}_{a}$ denotes the covariant derivative with respect to $\gamma_{a b}$. Since modes with different $(\ell, m)$ evolve independently, we focus on a specific mode and omit the indices $\ell$ and $m$ unless necessary. Note that the odd-parity perturbations do not have the monopole ( $\ell=0$ ) mode and $h_{2}$ is vanishing for the dipole $(\ell=1)$ modes. Note also that we do not take into account the perturbation of the scalar field as it belongs to the even-parity perturbations.

The expansion coefficients $h_{0}, h_{1}$, and $h_{2}$ are not all physical DOFs as there exists a gauge DOF corresponding to the general covariance. A general infinitesimal transformation of coordinates for the odd modes can be written as
$x^{a} \rightarrow x^{a}+\epsilon^{a}, \quad \epsilon_{a}:=\sum_{\ell, m} \Xi_{\ell m}(t, r) E_{a}{ }^{b} \bar{\nabla}_{b} Y_{\ell m}(\theta, \varphi)$.

Correspondingly, the coefficients $h_{0}, h_{1}$, and $h_{2}$ transform as
$h_{0} \rightarrow h_{0}-\dot{\Xi}, \quad h_{1} \rightarrow h_{1}-\Xi^{\prime}+\frac{2}{r} \Xi, \quad h_{2} \rightarrow h_{2}-2 \Xi$,
where a dot denotes a derivative with respect to $t$. Therefore, in the case of $\ell \geq 2$, one can choose $\Xi=$ $h_{2} / 2$ to redefine $h_{2}=0$, which is a complete gauge fixing and thus can be imposed at the action level [56]. For the dipole modes where $h_{2}$ is absent, this gauge function $\Xi$ is used to cancel out another unphysical DOF (see Sec. III B).

In what follows, we investigate $\ell \geq 2$ and $\ell=1$ modes separately and discuss the stability of BH solutions with a linearly time-dependent scalar field.

## A. Odd-parity perturbations with $\boldsymbol{\ell} \geq \mathbf{2}$

First, we consider higher multipoles with $\ell \geq 2$. One can set $m=0$ from the beginning since all the terms with the same multipole index $\ell$ contributes equally by virtue of the spherical symmetry of the background. Hence, it is more useful to expand the metric perturbations in terms of the Legendre polynomials instead of the spherical harmonics. Thus, in the subsequent analysis, $h_{0}, h_{1}$, and $h_{2}$ denote the coefficients of $P_{\ell}(\cos \theta)$. After performing the integration over angular variables, the second-order action,

$$
\begin{equation*}
S^{(2)}=\int d t d r \mathcal{L}^{(2)} \tag{33}
\end{equation*}
$$

takes the form,

$$
\begin{align*}
\frac{2 \ell+1}{2 \pi} \mathcal{L}^{(2)}= & a_{1} h_{0}^{2}+a_{2} h_{1}^{2} \\
& +a_{3}\left(\dot{h}_{1}^{2}-2 h_{0}^{\prime} \dot{h}_{1}+h_{0}^{\prime 2}+\frac{4 h_{0} \dot{h}_{1}}{r}\right) \\
& +a_{4} h_{0} h_{1} \tag{34}
\end{align*}
$$

The coefficients here can be written as

$$
\begin{align*}
& a_{1}=\frac{\ell(\ell+1)}{r^{2}}\left[\frac{d}{d r}\left(r \sqrt{\frac{B}{A}} \mathcal{H}\right)+\frac{(\ell-1)(\ell+2)}{2 \sqrt{A B}} \mathcal{F}\right] \\
& a_{2}=-\frac{(\ell-1) \ell(\ell+1)(\ell+2)}{2} \frac{\sqrt{A B}}{r^{2}} \mathcal{G}, \\
& a_{3}=\frac{\ell(\ell+1)}{2} \sqrt{\frac{B}{A}} \mathcal{H} \\
& a_{4}=\frac{(\ell-1) \ell(\ell+1)(\ell+2)}{r^{2}} \sqrt{\frac{B}{A}} \mathcal{J}, \tag{35}
\end{align*}
$$

with $\mathcal{F}, \mathcal{G}, \mathcal{H}$, and $\mathcal{J}$ defined by
$\mathcal{F}:=2\left(F_{2}+\frac{q^{2}}{A} A_{1}\right), \quad \mathcal{G}:=2\left[F_{2}-\left(\frac{q^{2}}{A}+X\right) A_{1}\right]$,
$\mathcal{H}:=2\left(F_{2}-X A_{1}\right), \quad \mathcal{J}:=-2 q \psi^{\prime} A_{1}$.

Note that we have used the background EOMs (14) in simplifying the quadratic Lagrangian. ${ }^{2}$ It should also be noted that the above expressions do not depend on $F_{0}$ or $A_{3}$ explicitly. The explicit form of the quadratic Lagrangian would remain unchanged even if we have a nonvanishing $F_{1}$ in our Lagrangian, as is suggested by the result of Ref. [31]. The result of Ref. [30] for the shift- and reflection-symmetric Horndeski theory is reproduced by taking $A_{1}=2 F_{2 X}$.

Since the structure of the Lagrangian completely coincides with the one studied in Refs. [30,31], the subsequent analysis proceeds in a parallel manner. Integrating by parts, one can rewrite Eq. (34) as

[^1]\[

$$
\begin{align*}
\frac{2 \ell+1}{2 \pi} \mathcal{L}^{(2)}= & \left(a_{1}-\frac{2\left(r a_{3}\right)^{\prime}}{r^{2}}\right) h_{0}^{2}+a_{2} h_{1}^{2} \\
& +a_{3}\left(\dot{h}_{1}-h_{0}^{\prime}+\frac{2}{r} h_{0}\right)^{2}+a_{4} h_{0} h_{1} \tag{37}
\end{align*}
$$
\]

Then, we introduce an auxiliary variable $\chi$ to write [57]

$$
\begin{align*}
\frac{2 \ell+1}{2 \pi} \mathcal{L}^{(2)}= & \left(a_{1}-\frac{2\left(r a_{3}\right)^{\prime}}{r^{2}}\right) h_{0}^{2}+a_{2} h_{1}^{2} \\
& +a_{3}\left[-\chi^{2}+2 \chi\left(\dot{h}_{1}-h_{0}^{\prime}+\frac{2}{r} h_{0}\right)\right] \\
& +a_{4} h_{0} h_{1} \tag{38}
\end{align*}
$$

Note that the EOM for $\chi$ yields $\chi=\dot{h}_{1}-h_{0}^{\prime}+\frac{2}{r} h_{0}$, and substituting it back into Eq. (38) recovers the original Lagrangian (37). Once written in the form (38), $h_{0}$ and $h_{1}$ become auxiliary fields, so that their EOMs yield

$$
\begin{align*}
& h_{0}=-\frac{2 r^{2} a_{3} a_{4} \dot{\chi}+4 r a_{2}\left[r\left(a_{3} \chi\right)^{\prime}+2 a_{3} \chi\right]}{4 a_{2}\left[r^{2} a_{1}-2\left(r a_{3}\right)^{\prime}\right]-r^{2} a_{4}{ }^{2}} \\
& h_{1}=\frac{4 a_{3} \dot{\chi}\left[r^{2} a_{1}-2\left(r a_{3}\right)^{\prime}\right]+2 r a_{4}\left[r\left(a_{3} \chi\right)^{\prime}+2 a_{3} \chi\right]}{4 a_{2}\left[r^{2} a_{1}-2\left(r a_{3}\right)^{\prime}\right]-r^{2} a_{4}{ }^{2}} \tag{39}
\end{align*}
$$

Then, the resubstitution into Eq. (38) yields the following Lagrangian written in terms of $\chi$ :

$$
\begin{align*}
\frac{2 \ell+1}{2 \pi} \mathcal{L}^{(2)}= & \frac{\ell(\ell+1)}{2(\ell-1)(\ell+2)} \sqrt{\frac{B}{A}}\left\{b_{1} \dot{\chi}^{2}-b_{2} \chi^{\prime 2}+b_{3} \dot{\chi} \chi^{\prime}\right. \\
& \left.-\left[\ell(\ell+1) b_{4}+V\right] \chi^{2}\right\} \tag{40}
\end{align*}
$$

where
$b_{1}=\frac{r^{2} \mathcal{F H}^{2}}{A \mathcal{F G}+B \mathcal{J}^{2}}, \quad b_{2}=\frac{r^{2} A B \mathcal{G} \mathcal{H}^{2}}{A \mathcal{F G}+B \mathcal{J}^{2}}$,
$b_{3}=\frac{2 r^{2} B \mathcal{H}^{2} \mathcal{J}}{A \mathcal{F G}+B \mathcal{J}^{2}}, \quad b_{4}=\mathcal{H}$,
and $V$ is written as

$$
\begin{equation*}
V=r^{2} \mathcal{H}\left[b_{2} \sqrt{\frac{B}{A}}\left(\frac{1}{r^{2} \mathcal{H}} \sqrt{\frac{A}{B}}\right)^{\prime}\right]^{\prime}-2 \mathcal{H} \tag{42}
\end{equation*}
$$

The cross term $b_{3} \dot{\chi} \chi^{\prime}$ is the crucial difference from the case with $q=0$ and/or $\psi^{\prime}=0$. Indeed, $b_{3} \propto \mathcal{J} \propto q \psi^{\prime}$, and hence the cross term does not exist if $q \psi^{\prime}=0$.

Note that one cannot rewrite the Lagrangian (38) in the form (40) for $\ell=1$ since $a_{2}=a_{4}=0$ in this case, and thus the denominators of $h_{0}$ and $h_{1}$ in Eq. (39) vanish. We shall address the dipole perturbation in Sec. III B.

## B. Dipole perturbation: $\ell=1$

Let us focus on the dipole perturbation with $\ell=1$. As was shown in Refs. [30,58], the dipole perturbations are related with the slow rotation of a BH . Since the quadratic Lagrangian has the same form as the one in Ref. [30], we can follow the same procedure to clarify the physical meaning of the dipole perturbations.

We start from the Lagrangian (37) with $\ell=1$. Since the coefficients $a_{i}(i=1, \ldots, 4)$ defined by Eq. (35) satisfy

$$
\begin{equation*}
a_{1}=\frac{2\left(r a_{3}\right)^{\prime}}{r^{2}}, \quad a_{2}=a_{4}=0 \tag{43}
\end{equation*}
$$

for $\ell=1$, Eq. (37) is simplified as

$$
\begin{equation*}
\frac{3}{2 \pi} \mathcal{L}^{(2)}=a_{3}\left(\dot{h}_{1}-h_{0}^{\prime}+\frac{2}{r} h_{0}\right)^{2} . \tag{44}
\end{equation*}
$$

We eliminate $h_{1}$ by choosing the gauge function $\Xi$ appropriately. Note that, as can be read off from Eq. (32), there still remains a gauge DOF such that $\Xi=c(t) r^{2}$. Then, the EOMs derived from Eq. (44) are

$$
\begin{align*}
h_{0}^{\prime \prime}+\frac{a_{3}^{\prime}}{a_{3}} h_{0}^{\prime}-\frac{2\left(r a_{3}\right)^{\prime}}{r^{2} a_{3}} h_{0} & =0 \\
\dot{h}_{0}^{\prime}-\frac{2}{r} \dot{h}_{0} & =0 \tag{45}
\end{align*}
$$

The general solution to this system of equations is written as
$h_{0}=\frac{3 J r^{2}}{4 \pi} \int^{r} \frac{d r^{\prime}}{r^{\prime 4} a_{3}\left(r^{\prime}\right)}=\frac{3 J r^{2}}{8 \pi} \int^{r} \sqrt{\frac{A}{B}} \frac{d r^{\prime}}{r^{\prime 4}\left(F_{2}-X A_{1}\right)}$,
where $J$ is an integration constant. Here, the ( $t$-dependent) integration constant resulting from the integration on $r$ can be set to zero by use of the residual gauge DOF mentioned above. The result of Ref. [30] is reproduced by taking the Horndeski limit where $A_{1} \rightarrow 2 F_{2 X}$. $h_{0}$ given by Eq. (46) represents the slow rotation of a BH , with $J$ corresponding to the angular momentum of the BH . If $X=X_{0}=$ const, then the solution is generically the Schwarzschild-(anti-)de Sitter metric with $X_{0}=-q^{2}$ (see § II D), and thus we obtain

$$
\begin{equation*}
h_{0}=-\frac{J}{8 \pi\left[F_{2}\left(-q^{2}\right)+q^{2} A_{1}\left(-q^{2}\right)\right] r} \tag{47}
\end{equation*}
$$

In the case of $F_{2}=M_{\mathrm{Pl}}^{2} / 2$ and $A_{1}=0$, Eq. (47) coincides with the frame-dragging function of the Kerr metric expanded up to first order in the angular momentum.

## C. Stability of $\boldsymbol{\ell} \geq 2$ modes

In this section, we discuss the linear stability of oddparity modes with $\ell \geq 2$.

First, let us consider solutions with $q=0$ and/or $\psi^{\prime}=0$. As we mentioned above, for such a scalar field profile, the cross term $b_{3} \dot{\chi} \chi^{\prime}$ in the Lagrangian (40) does not exist,

$$
\begin{equation*}
\mathcal{L}^{(2)} \propto \tilde{\mathcal{L}}:=\frac{1}{2} \sqrt{\frac{B}{A}}\left\{b_{1} \dot{\chi}^{2}-b_{2} \chi^{\prime 2}-\left[\ell(\ell+1) b_{4}+V\right] \chi^{2}\right\}, \tag{48}
\end{equation*}
$$

where we have omitted the $r$-independent overall factor. From this $\tilde{\mathcal{L}}$, one can construct the Hamiltonian as
$H=\frac{1}{2} \int d r \sqrt{\frac{B}{A}}\left\{\frac{A}{b_{1} B} \pi^{2}+b_{2} \chi^{\prime 2}+\left[\ell(\ell+1) b_{4}+V\right] \chi^{2}\right\}$,
with $\pi:=\partial \tilde{\mathcal{L}} / \partial \dot{\chi}$ being the canonical momentum conjugate to $\chi$. Requiring $H$ should be bounded below, we obtain necessary conditions for the stability,

$$
\begin{equation*}
b_{1}>0, \quad b_{2}>0, \quad b_{4}>0 \tag{50}
\end{equation*}
$$

namely,

$$
\begin{equation*}
\mathcal{F}>0, \quad \mathcal{G}>0, \quad \mathcal{H}>0 \tag{51}
\end{equation*}
$$

which is a natural generalization of the result for the Horndeski theory [58]. By use of Eq. (36), these can further be translated into the following criteria on $F_{2}$ and $A_{1}$ evaluated at the background solution $X=X(r)$ :

$$
\begin{equation*}
F_{2}>0, \quad F_{2}-X A_{1}>0 \tag{52}
\end{equation*}
$$

Interestingly, these conditions are consistent with the stability conditions for linear cosmological perturbations: Regarding $F_{2}$ and $F_{2}-X A_{1}$ as those evaluated at the cosmological background, they guarantee that both the effective gravitational constant and the squared propagation speed of the tensor modes are positive [36].

Next, let us consider BH solutions with $q \psi^{\prime} \neq 0$. With the nonvanishing cross term $b_{3} \dot{\chi} \chi^{\prime}$ in the Lagrangian (40), one needs a special care. As in the above discussion for the $q \psi^{\prime}=0$ case, the (in)stability of a system is conveniently judged by the (un)boundedness of the Hamiltonian. However, one should note that an unbounded Hamiltonian in a specific coordinate system does not necessarily mean that the system is unstable. This is because a Hamiltonian is not a scalar quantity and thus there could be a coordinate transformation by which the originally unbounded Hamiltonian is mapped to a bounded one [29,34]. To circumvent this subtlety, it is useful to perform a coordinate transformation such that the kinetic part of the quadratic Lagrangian (40) is diagonalized (i.e., the cross term $\dot{\chi} \chi^{\prime}$ vanishes). This can be achieved by the following transformation of time coordinate $t \rightarrow \tilde{t}$,

$$
\begin{equation*}
\tilde{t}=t+\int \frac{b_{3}}{2 b_{2}} d r \tag{53}
\end{equation*}
$$

In this new coordinate system, the Lagrangian is indeed diagonalized,

$$
\begin{align*}
\mathcal{L}^{(2)} \propto \tilde{\mathcal{L}} & :=\frac{1}{2} \sqrt{\frac{B}{A}}\left\{\tilde{b}_{1}\left(\partial_{\tilde{t}} \chi\right)^{2}-b_{2} \chi^{\prime 2}-\left[\ell(\ell+1) b_{4}+V\right] \chi^{2}\right\} \\
\tilde{b}_{1} & :=b_{1}+\frac{b_{3}^{2}}{4 b_{2}}=\frac{r^{2} \mathcal{H}^{2}}{A \mathcal{G}} \tag{54}
\end{align*}
$$

which should be compared with Eq. (48). Similar to Eq. (49), we obtain the Hamiltonian as
$H=\frac{1}{2} \int d r \sqrt{\frac{B}{A}}\left\{\frac{A}{\tilde{b}_{1} B} \tilde{\pi}^{2}+b_{2} \chi^{\prime 2}+\left[\ell(\ell+1) b_{4}+V\right] \chi^{2}\right\}$,
where $\tilde{\pi}:=\partial \tilde{\mathcal{L}} / \partial\left(\partial_{\tilde{t}} \chi\right)$. Requiring $H$ should be bounded below, we obtain necessary conditions for the stability,

$$
\begin{equation*}
\tilde{b}_{1}>0, \quad b_{2}>0, \quad b_{4}>0 \tag{56}
\end{equation*}
$$

which can be translated into the language of $(\mathcal{F}, \mathcal{G}, \mathcal{H}, \mathcal{J})$ as

$$
\begin{equation*}
A \mathcal{F} \mathcal{G}+B \mathcal{J}^{2}>0, \quad \mathcal{G}>0, \quad \mathcal{H}>0 \tag{57}
\end{equation*}
$$

Note that with $q=0$ or $\psi^{\prime}=0$ we recover Eq. (51) as expected. From Eq. (36), it is immediate to see $A \mathcal{F G}+B \mathcal{J}^{2}=4 A F_{2}\left(F_{2}-X A_{1}\right)=2 A F_{2} \mathcal{H}$. Thus, we obtain the stability criteria,
$F_{2}>0, \quad F_{2}-X A_{1}>0, \quad F_{2}-\left(\frac{q^{2}}{A}+X\right) A_{1}>0$,
where $F_{2}, A_{1}$, and $A$ are evaluated at the background solution. Compared with the stability condition (52) for the static case, we obtain the third condition as a new condition. Since $A \searrow 0$ in the vicinity of the event horizon, the third condition can be satisfied only if $A_{1} \leq 0 .{ }^{3}$ Conversely, if $A_{1} \leq 0$, the third condition is redundant as it follows from the second one. Therefore, we obtain

$$
\begin{equation*}
F_{2}>0, \quad F_{2}-X A_{1}>0, \quad A_{1} \leq 0 \tag{59}
\end{equation*}
$$

While (59) takes a simpler form, it should be regarded as a sufficient condition. Also, the stability criteria (58) is disformally invariant (see Appendix A) and hence more fundamental.

[^2]Several remarks should be added here. Unlike the discussion above, in the original coordinate system $(t, r)$, the Hamiltonian constructed from the quadratic Lagrangian (40) is always unbounded below as long as $A_{1} \neq 0$ (see Refs. [30,31,59,60] for related arguments). Nevertheless, for those theories satisfying the conditions (58), the Hamiltonian calculated in the ( $\tilde{t}, r$ ) coordinate could be bounded below. Another remark is that the conditions listed in Eq. (57) ensure the positivity of the squared propagation speeds along the radial direction, $c_{r}^{2}$, and the angular direction, $c_{\theta}^{2}$, which are respectively given by

$$
\begin{equation*}
c_{r}^{2}=\frac{A \mathcal{G}^{2}}{A \mathcal{F G}+B \mathcal{J}^{2}}, \quad c_{\theta}^{2}=\frac{\mathcal{G}}{\mathcal{H}} \tag{60}
\end{equation*}
$$

Note that, for theories with $A_{1}=0$, i.e., those with $c_{\mathrm{GW}}=1$ on a cosmological background, we have $\mathcal{F}=\mathcal{G}=\mathcal{H}$ and $\mathcal{J}=0$, so that both $c_{r}$ and $c_{\theta}$ are unity.

Having known the necessary conditions for the linear stability, we further discuss the evolution of the perturbations to derive an additional condition for the stability. We introduce the tortoise coordinate,

$$
\begin{equation*}
r_{*}:=\int \frac{d r}{\sqrt{A B}} \tag{61}
\end{equation*}
$$

and use a new variable

$$
\begin{equation*}
\Psi=\sqrt{\frac{b_{2}}{A}} \chi \tag{62}
\end{equation*}
$$

In the remaining of this section, we regard $r$ as a function of $r_{*}$. With these definitions, the EOM for $\Psi$ is written as

$$
\begin{equation*}
\frac{\partial^{2} \Psi}{\partial r_{*}^{2}}-\frac{1}{c_{r}^{2}} \frac{\partial^{2} \Psi}{\partial \tilde{t}^{2}}-V_{\mathrm{eff}} \Psi=0 \tag{63}
\end{equation*}
$$

where we have defined the effective potential,

$$
\begin{equation*}
V_{\mathrm{eff}}:=\frac{A B}{b_{2}}[\ell(\ell+1) \mathcal{H}+V]+\sqrt{\frac{A}{b_{2}}} \frac{d^{2}}{d r_{*}^{2}}\left(\sqrt{\frac{b_{2}}{A}}\right) . \tag{64}
\end{equation*}
$$

For the Schwarzschild metric, $V_{\text {eff }}$ coincides with the wellknown Regge-Wheeler potential [55]. Focusing on a mode with frequency $\omega$, Eq. (63) takes the form of an eigenvalue equation,

$$
\begin{equation*}
\hat{H} \Psi=\frac{\omega^{2}}{c_{r}^{2}} \Psi, \quad \hat{H}:=-\frac{d^{2}}{d r_{*}^{2}}+V_{\mathrm{eff}} \tag{65}
\end{equation*}
$$

If all the eigenvalues of $\hat{H}$ are positive, the solution is stable for the fixed mode. Note that $c_{r}^{2}>0$ as remarked above. The positivity of the eigenvalues of $\hat{H}$ is equivalent to

$$
\begin{equation*}
\langle\xi, \hat{H} \xi\rangle:=\int_{E} d r_{*}\left(\left|\frac{d \xi}{d r_{*}}\right|^{2}+V_{\mathrm{eff}}|\xi|^{2}\right)>0 \tag{66}
\end{equation*}
$$

where the integration runs over all the range of $r_{*}$ corresponding to the possible range of $r$ and $\xi\left(r_{*}\right)$ is an arbitrary square-integrable complex-valued function satisfying appropriate conditions at the boundary $\partial E$. Since the form of the effective potential $V_{\text {eff }}$ given by Eq. (64) is involved and thus its positivity is far from trivial, we employ the " $\mathcal{S}$-deformation" method [61-63] to deform the differential operator and the effective potential as

$$
\begin{equation*}
\tilde{D}:=\frac{d}{d r_{*}}+\mathcal{S}, \quad \tilde{V}:=V_{\mathrm{eff}}+\frac{d \mathcal{S}}{d r_{*}}-\mathcal{S}^{2} \tag{67}
\end{equation*}
$$

with $\mathcal{S}$ being an arbitrary real function of $r_{*}$. Then, Eq. (66) can be recast as
$\langle\xi, \hat{H} \xi\rangle=-\left.\mathcal{S}|\xi|^{2}\right|_{\partial E}+\int_{E} d r_{*}\left(|\tilde{D} \xi|^{2}+\tilde{V}|\xi|^{2}\right)>0$.
Hence, to complete the proof of the mode stability, it is enough to find a specific form of $\mathcal{S}$ such that $\tilde{V}>0$ for all $r$, as long as $\mathcal{S}$ has a finite limit at the boundary. This is indeed possible in the present case: By choosing
$\mathcal{S}=\frac{d}{d r_{*}}\left[\ln \left(r^{2} \mathcal{H} \sqrt{\frac{B}{b_{2}}}\right)\right]=\frac{d}{d r_{*}}\left[\ln \left(r \sqrt{\frac{A \mathcal{F} \mathcal{G}+B \mathcal{J}^{2}}{A \mathcal{G}}}\right)\right]$,
we have

$$
\begin{equation*}
\tilde{V}=(\ell-1)(\ell+2) \frac{A B \mathcal{H}}{b_{2}}>0 \tag{70}
\end{equation*}
$$

Thus, provided that the conditions in Eq. (58) are satisfied, the odd-parity perturbations of BHs are fully stable for fixed modes as long as $\mathcal{S}$ is finite at the boundary.

## IV. APPLICATIONS

## A. Constant-scalar solution

Let us apply the above criteria to solutions with $\phi=\phi_{0}=$ const. In this case, the stability condition (52) reads

$$
\begin{equation*}
F_{2}(0)>0 \tag{71}
\end{equation*}
$$

and the function $\mathcal{S}$ defined by Eq. (69) is simplified as

$$
\begin{equation*}
\mathcal{S}=\frac{\sqrt{A B}}{r} \tag{72}
\end{equation*}
$$

Now let us study the stability of the solutions found in Ref. [25]. If the condition

$$
\begin{equation*}
F_{0}+2 \Lambda F_{2}=0 \tag{73}
\end{equation*}
$$

is satisfied at $\phi=\phi_{0}$, the theory (1) allows vacuum solutions in general relativity with a cosmological constant $\Lambda$ as the exact solution [51]. Specific examples are the Schwarzschild-(anti-)de Sitter solutions for the two models [25],
$F_{0}=-\Lambda M_{\mathrm{Pl}}^{2}+M^{4} a(X), \quad F_{2}=\frac{M_{\mathrm{Pl}}^{2}}{2}+M^{2} b(X)$,
where $a$ and $b$ are regular functions of $X$ satisfying $a(0)=b(0)=0$, and
$F_{0}=-\Lambda\left[M_{\mathrm{Pl}}^{2}+M^{2} h(X)\right], \quad F_{2}=\frac{M_{\mathrm{Pl}}^{2}}{2}+\frac{M^{2}}{2} h(X)$,
where $h$ is a regular function of $X$ and $h(0) \neq 0$ is allowed. In either case, $\Lambda$ and $M$ are constant model parameters. Note that $A_{1}$ and $A_{3}$ can be chosen freely so long as they are regular at $X=0$. The first model (74) identically satisfies the stability condition, whereas in the second model (75), the condition $M_{\mathrm{Pl}}^{2}+M^{2} h(0)>0$ is required for the stability of the solution with respect to the odd-parity perturbations.

## B. Constant- $\boldsymbol{X}$ solution

Let us proceed to solutions with $X=X_{0}=$ const, for which the stability conditions (58) read
$F_{2}>0, \quad F_{2}-X_{0} A_{1}>0, \quad F_{2}-\left(\frac{q^{2}}{A}+X_{0}\right) A_{1}>0$,
where $F_{2}$ and $A_{1}$ are evaluated at $X=X_{0}$, and the function $\mathcal{S}$ defined by Eq. (69) is simplified as

$$
\begin{equation*}
\mathcal{S}=\frac{\sqrt{A B}}{r}+\frac{q^{2} A_{1} A^{\prime} \sqrt{A B}}{2 A\left[q^{2} A_{1}-A\left(F_{2}-X_{0} A_{1}\right)\right]} \tag{77}
\end{equation*}
$$

With the assumption $X=X_{0}$, as we saw in Sec. II D, we obtain the Schwarzschild-(anti-)de Sitter metric with $X_{0}=-q^{2}$ without specifying the theory [as long as Eq. (25) has a negative solution for $X]$. Therefore, the conditions (58) read
$F_{2}>0, \quad F_{2}+q^{2} A_{1}>0, \quad F_{2}-\frac{1-A}{A} q^{2} A_{1}>0$,
where $F_{2}$ and $A_{1}$ are evaluated at $X=-q^{2}$. Moreover, the function $\mathcal{S}$ in Eq. (77) is further simplified as

$$
\begin{equation*}
\mathcal{S}=\frac{A}{r}+\frac{q^{2} A_{1} A^{\prime}}{2\left[q^{2} A_{1}-A\left(F_{2}+q^{2} A_{1}\right)\right]} . \tag{79}
\end{equation*}
$$

Thus, if $A_{1}\left(-q^{2}\right) \neq 0$, then $\mathcal{S} \rightarrow A^{\prime} / 2$ in the vicinity of the event and cosmological (in the case of the Schwarzschildde Sitter solutions) horizons where $A \rightarrow 0$. On the other hand, if $A_{1}\left(-q^{2}\right)=0$, then $\mathcal{S}=0$ at both the horizons. In either case, $\mathcal{S}$ is finite at the event and cosmological horizons. Moreover, for the Schwarzschild solution (24),

$$
\begin{equation*}
\mathcal{S}=\frac{q^{2}(3 r-2 \mu) \mu A_{1}-2(r-\mu)^{2} F_{2}}{2 r^{2}\left[q^{2} \mu A_{1}-(r-\mu) F_{2}\right]} \tag{80}
\end{equation*}
$$

which decreases as $1 / r$ and finite in the limit of $r \rightarrow \infty$. Thus, the Schwarzschild and Schwarzschild-de Sitter solutions with a constant $X$ are stable at the level of linear odd-parity perturbations if the conditions (78) are satisfied.

As specific examples, we consider the stealth Schwarzschild solution and Schwarzschild-(anti-)de Sitter solutions for the class Ia quadratic DHOST theories where $A_{1}=0$ (i.e., $c_{\mathrm{GW}}=1$ ) found in Ref. [25]. First, let us consider the model,
$F_{0}=M^{4} a(X), \quad F_{2}=\frac{M_{\mathrm{Pl}}^{2}}{2}+M^{2} b(X), \quad A_{3}=\frac{c(X)}{M^{6}}$,
where $a, b$, and $c$ are regular functions of $X$ and $M$ is a constant. When $a(X)$ and $c(X)$ satisfy a certain set of conditions, this model allows the stealth Schwarzschild solution at $X=X_{0}=$ const [25]. At this moment $b(X)$ remains a free function. By requiring the odd-mode stability, we obtain an additional condition $M_{\mathrm{Pl}}^{2}+2 M^{2} b\left(X_{0}\right)>0$. Second, we consider the model,
$F_{0}=-M_{\mathrm{Pl}}^{2} \Lambda_{\mathrm{b}}+M^{4} h(X), \quad F_{2}=\frac{M_{\mathrm{Pl}}^{2}}{2}+\frac{\alpha}{2} M^{2} h(X)$,
$A_{3}=-8 \beta M^{2} \frac{h_{X}(X)}{X}$,
where $h$ is a regular function of $X$ and $\Lambda_{\mathrm{b}}, M, \alpha$, and $\beta$ are constant model parameters. The model allows various branches of self-tuned or untuned Schwarzschild-(anti-)de Sitter solutions with $X=X_{0}=$ const depending on the form of the function $h(X)$ and the values of dimensionless model parameters $\alpha$ and $\beta$ [25]. Again, by virtue of $A_{1}=0$, the odd-mode stability condition is simple: $M_{\mathrm{Pl}}^{2}+\alpha M^{2} h\left(X_{0}\right)>0$, which applies to all the branches of solutions.

## V. CONCLUSIONS

We studied static spherically symmetric BH solutions with a linearly time-dependent scalar field in the class Ia of shift- and reflection-symmetric quadratic DHOST theories. Although the background equations originally have higherorder derivatives, they can be reduced to a lower-order differential equation system (14) by taking their linear combinations, which was demonstrated in Sec. II B. There
are several specific situations where one can obtain exact BH solutions, e.g., if $F_{0}=0$ and/or $A_{1}=A_{3}=0$, or if we assume $X$ is constant.

We also analyzed the linear stability of the BH solutions under linear odd-parity perturbations in Sec. III. In order for the BHs to be stable, it is necessary that the conditions listed in Eq. (58) are satisfied. Furthermore, if these necessary conditions are satisfied and the function $\mathcal{S}$ defined by Eq. (69) is finite at the boundaries (i.e., the event/cosmological horizons and the spatial infinity), then the BHs are fully stable at the level of linear odd-parity perturbations. In Sec. IV, we demonstrated an application of the stability criteria and the construction of $\mathcal{S}$ to several exact BH solutions either with $\phi=$ const or $X=$ const, but we stress that the stability criteria and the construction of $\mathcal{S}$ also apply to any solution where $\phi$ and/or $X$ is a nontrivial function of $r$. To complete the discussion on the linear stability, one has to study even-parity perturbations as well, which will be left for future study.

## ACKNOWLEDGMENTS

K. T. was supported by JSPS Research Fellowships for Young Scientists No. 17J06778 and JSPS KEKENHI Grants No. JP17H02894 and No. JP17K18778. H. M. was supported by JSPS KEKENHI Grants No. JP17H06359 and No. JP18K13565. M. M. was supported by the research grant under "Norma Transitória do DL 57/2016".

## APPENDIX A: BH SOLUTIONS AND THEIR STABILITY CONDITIONS IN THE DISFORMAL FRAME

In this appendix, we discuss BH solutions in another frame where the metric $\tilde{g}_{\mu \nu}$ is related to $g_{\mu \nu}$ in the original frame by the disformal transformation (4). First, we summarize the transformation of the metric and scalar field, and show that their Ansatze are unchanged after an appropriate redefinition of coordinates. As it should be, the background solution in the disformal frame is given by substituting the solution $\left(g_{\mu \nu}, \phi\right)$ in the original frame into Eq. (4). The resultant metric is of the form,

$$
\begin{align*}
\tilde{g}_{\mu \nu} d x^{\mu} d x^{\nu}= & -\left(\Omega A-q^{2} \Gamma\right) d t^{2}+\frac{A \Omega+\left(q^{2}+A X\right) \Gamma}{A B} d r^{2} \\
& +2 q \psi^{\prime} \Gamma d t d r+r^{2} \Omega \gamma_{a b} d x^{a} d x^{b} . \tag{A1}
\end{align*}
$$

Performing a coordinate transformation $t \rightarrow \tau=t-T(r)$ and $r \rightarrow \rho=r \sqrt{\Omega}$, where

$$
\begin{equation*}
T^{\prime}(r)=\frac{q \psi^{\prime} \Gamma}{\Omega A-q^{2} \Gamma} \tag{A2}
\end{equation*}
$$

the disformal metric becomes

$$
\begin{equation*}
\tilde{g}_{\mu \nu} d x^{\mu} d x^{\nu}=-\tilde{A} d \tau^{2}+\frac{d \rho^{2}}{\tilde{B}}+\rho^{2} \gamma_{a b} d x^{a} d x^{b} \tag{A3}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{A}:=\Omega A-q^{2} \Gamma, \quad \tilde{B}:=\frac{B\left(\Omega A-q^{2} \Gamma\right) \rho^{\prime}(r)^{2}}{A \Omega(\Omega+X \Gamma)} . \tag{A4}
\end{equation*}
$$

Note that $r=r(\rho)$ is now a function of $\rho$ satisfying $r \sqrt{\Omega}=\rho$, and we require $\Omega A-q^{2} \Gamma>0$ so that $\tilde{A}>0$. In this new coordinate system, the scalar field is written as
$\phi=q \tau+\tilde{\psi}(\rho), \quad \tilde{\psi}(\rho):=\psi(r(\rho))+q T(r(\rho))$,
and thus linearly depends on $\tau$ with the same coefficient as in the original frame. Furthermore, we have

$$
\begin{equation*}
\tilde{X}:=\tilde{g}^{\mu \nu} \tilde{\nabla}_{\mu} \phi \tilde{\nabla}_{\nu} \phi=\frac{X}{\Omega+X \Gamma} . \tag{A6}
\end{equation*}
$$

Next, let us show the disformal invariance of the stability condition (58). As remarked in Sec. II A, the shift- and reflection-symmetric subclass of the class Ia of quadratic DHOST theories is closed under the disformal transformation (4), so the disformal-frame Lagrangian is characterized by four functions $\tilde{F}_{0}, \tilde{F}_{2}, \tilde{A}_{1}$, and $\tilde{A}_{3}$ of $\tilde{X}$. Following the same arguments as in the original frame, we obtain similar stability conditions for BHs as those in Eq. (58),
$\tilde{F}_{2}>0, \quad \tilde{F}_{2}-\tilde{X} \tilde{A}_{1}>0, \quad \tilde{F}_{2}-\left(\frac{q^{2}}{\tilde{A}}+\tilde{X}\right) \tilde{A}_{1}>0$.
One would expect that the stability conditions in the disformal frame is equivalent to those in the original frame because of the invertibility of the disformal transformation (4). This can be verified by rewriting the left-hand sides of the inequalities (A7) in terms of the original-frame quantities. According to the results of Ref. [32] together with Eqs. (A4) and (A6), we have

$$
\begin{align*}
\tilde{F}_{2}= & \frac{F_{2}}{\sqrt{\Omega(\Omega+X \Gamma)}}, \\
\tilde{F}_{2}-\tilde{X} \tilde{A}_{1}= & \frac{\sqrt{\Omega+X \Gamma}}{\Omega^{3 / 2}}\left(F_{2}-X A_{1}\right) \\
\tilde{F}_{2}-\left(\frac{q^{2}}{\tilde{A}}+\tilde{X}\right) \tilde{A}_{1}= & \sqrt{\frac{\Omega+X \Gamma}{\Omega}} \frac{A}{\Omega A-q^{2} \Gamma} \\
& \times\left[F_{2}-\left(\frac{q^{2}}{A}+X\right) A_{1}\right] \tag{A8}
\end{align*}
$$

Hence, Eq. (A7) is reproduced from Eq. (58), and vice versa.

Finally, let us consider a specific solution and see how it (un)changes under the disformal transformation. As we saw in Sec. IID, once we impose $X=X_{0}=$ const, the
background solution is of the Schwarzschild-(anti-)de Sitter form,

$$
\begin{equation*}
A=1-\frac{\mu}{r}-\frac{\Lambda}{3} r^{2}=\lambda B \tag{A9}
\end{equation*}
$$

Here, for generality, we have introduced a parameter $\lambda$, whose deviation from unity measures the solid angle deficit. Note that $X_{0} \neq-q^{2}$ in general. By rescaling $\tau$ as

$$
\begin{equation*}
\tau \rightarrow \frac{\tau}{\sqrt{\Omega-q^{2} \Gamma}} \tag{A10}
\end{equation*}
$$

the disformal metric in Eq. (A3) is transformed into the form,

$$
\begin{align*}
\tilde{g}_{\mu \nu} d x^{\mu} d x^{\nu} \rightarrow & -\left(1-\frac{\tilde{\mu}}{\rho}-\frac{\tilde{\Lambda}}{3} \rho^{2}\right) d \tau^{2}+\frac{\tilde{\lambda}}{1-\frac{\tilde{\mu}}{\rho}-\frac{\tilde{\Lambda}}{3} \rho^{2}} d \rho^{2} \\
& +\rho^{2} \gamma_{a b} d x^{a} d x^{b}, \tag{A11}
\end{align*}
$$

where we have defined $\tilde{\mu}, \tilde{\Lambda}$, and $\tilde{\lambda}$ as

$$
\begin{equation*}
\tilde{\mu}:=\frac{\Omega^{3 / 2} \mu}{\Omega-q^{2} \Gamma}, \quad \tilde{\Lambda}:=\frac{\Lambda}{\Omega-q^{2} \Gamma}, \quad \tilde{\lambda}:=\frac{\Omega+X_{0} \Gamma}{\Omega-q^{2} \Gamma} \lambda . \tag{A12}
\end{equation*}
$$

This is nothing but the Schwarzschild-(anti-)de Sitter metric with a deficit solid angle. Note that $\phi$ also gets transformed as

$$
\begin{equation*}
\phi=Q \tau+\tilde{\psi}(\rho), \quad Q:=\frac{q}{\sqrt{\Omega-q^{2} \Gamma}} \tag{A13}
\end{equation*}
$$

This means that the disformal transformation amounts to the redefinition of the parameters $\mu, \Lambda, \lambda$, and $q$. Interestingly, even though the original-frame metric has no deficit solid angle (i.e., $\lambda=1$ ), the disformal-frame metric generically has a deficit solid angle if $X_{0} \neq-q^{2}$ and $\Gamma \neq 0$. However, if $\lambda=1$ and $X_{0}=-q^{2}$, we have $\tilde{\lambda}=1$ and $\tilde{X}=-Q^{2}$. An explicit Schwarzschild-(anti-)de Sittertype solution with a deficit solid angle was given in Eqs. (28) and (29) under the condition,

$$
\begin{equation*}
\lambda=\frac{F_{2}\left(X_{0}\right)-\left(X_{0}+q^{2}\right) A_{1}\left(X_{0}\right)}{F_{2}\left(X_{0}\right)} \tag{A14}
\end{equation*}
$$

By use of Eqs. (A8), (A12), and (A13), it is straightforward to confirm

$$
\begin{equation*}
\tilde{\lambda}=\frac{\tilde{F}_{2}\left(\tilde{X}_{0}\right)-\left(\tilde{X}_{0}+Q^{2}\right) \tilde{A}_{1}\left(\tilde{X}_{0}\right)}{\tilde{F}_{2}\left(\tilde{X}_{0}\right)} \tag{A15}
\end{equation*}
$$

where $\tilde{X}_{0}:=X_{0} /\left[\Omega\left(X_{0}\right)+X_{0} \Gamma\left(X_{0}\right)\right]$. Hence, the condition for the existence of the solution with a deficit solid angle remains the same.

## APPENDIX B: EXPLICIT FORMS OF THE REDUCED BACKGROUND EOMS

In this appendix, we present the explicit forms of functions which appeared in reducing the background EOMs (for their definitions, see Sec. II B). $k_{1}, k_{2}$, and $k_{3}$ in Eq. (12) are written as

$$
\begin{align*}
k_{1}= & 8 r\left(F_{2}-X A_{1}\right)^{2}\left[-4 r^{2} F_{0 X} F_{2}+8 r^{2} F_{0} F_{2 X}+8 X A_{1 X} F_{2}+4 X A_{3} F_{2}+4 r^{2} X A_{1 X} F_{0}+3 r^{2} X A_{3} F_{0}\right. \\
& \left.+A_{1}\left(-2 r^{2} F_{0}+8 X F_{2 X}+4 r^{2} X F_{0 X}\right)\right] \tag{B1}
\end{align*}
$$

$$
\begin{align*}
k_{2}= & r\left\{4 A_{1}^{3}\left(q^{2}-3 X A\right)\left[r^{2} F_{0}-2 X\left(2 F_{2 X}+r^{2} F_{0 X}\right)\right]\right. \\
& +F_{2}\left[48 r^{2} A F_{2 X}\left(-F_{0 X} F_{2}+2 F_{0} F_{2 X}\right)+4 A_{3}\left(4 F_{2} F_{2 X}\left(q^{2}+3 X A\right)+5 r^{2} F_{0} F_{2 X}\left(2 q^{2}+3 X A\right)-r^{2} F_{0 X} F_{2}\left(4 q^{2}+3 X A\right)\right)\right. \\
& \left.+4 A_{1 X}\left(2 F_{2}+r^{2} F_{0}\right)\left(4 F_{2 X}\left(q^{2}+3 X A\right)+X A_{3}\left(5 q^{2}+3 X A\right)\right)+X A_{3}^{2}\left(4 F_{2}\left(5 q^{2}+3 X A\right)+r^{2} F_{0}\left(14 q^{2}+9 X A\right)\right)\right] \\
& +4 A_{1}^{2}\left[q^{2}\left(-2 r^{2} F_{0}\left(4 F_{2 X}+X A_{1 X}\right)+X\left(2 F_{2 X}+r^{2} F_{0 X}\right)\left(4 F_{2 X}-3 X A_{3}\right)-2 F_{2}\left(2 F_{2 X}-r^{2} F_{0 X}+2 X A_{1 X}+X A_{3}\right)\right)\right. \\
& +3 A\left(r^{2} F_{0}\left(F_{2}+2 X\left(3 F_{2 X}+\left(A_{1 X}+A_{3}\right) X\right)\right)\right. \\
& \left.\left.-X\left(X\left(2 F_{2 X}+r^{2} F_{0 X}\right)\left(4 F_{2 X}+X A_{3}\right)+F_{2}\left(4 F_{2 X}+4 r^{2} F_{0 X}-2\left(2 A_{1 X}+A_{3}\right) X\right)\right)\right)\right] \\
& -A_{1}\left[3 X^{2} A_{3}^{2}\left(4 F_{2}+3 r^{2} F_{0}\right)\left(q^{2}+X A\right)\right. \\
& +4 A_{1 X}\left(2 F_{2}+r^{2} F_{0}\right)\left(2 F_{2}\left(q^{2}+3 X A\right)+X\left(-4 F_{2 X}\left(q^{2}-3 X A\right)+3 X A_{3}\left(q^{2}+X A\right)\right)\right) \\
& +4 A_{3}\left(F_{2}\left(2 X F_{2 X}\left(-7 q^{2}+3 X A\right)+2 F_{2}\left(q^{2}+3 X A\right)-r^{2} X F_{0 X}\left(7 q^{2}+6 X A\right)\right)\right. \\
& \left.+r^{2} F_{0}\left(3 F_{2}\left(q^{2}+2 X A\right)+X F_{2 X}\left(2 q^{2}+15 X A\right)\right)\right) \\
& -8\left(2 q^{2} F_{2 X}\left(2 F_{2} F_{2 X}-r^{2} F_{0 X} F_{2}+3 r^{2} F_{0} F_{2 X}\right)\right. \\
& \left.\left.\left.+3 A\left(r^{2} F_{0 X} F_{2}\left(F_{2}+4 X F_{2 X}\right)+F_{2 X}\left(4 X F_{2} F_{2 X}-r^{2} F_{0}\left(3 F_{2}+4 X F_{2 X}\right)\right)\right)\right)\right]\right\} \tag{B2}
\end{align*}
$$

$$
\begin{align*}
k_{3}= & 8\left(F_{2}-X A_{1}\right)\left\{4 A_{1 X}\left(2 F_{2}+r^{2} F_{0}\right)\left(q^{2}+X A\right)\left(F_{2}-X A_{1}\right)\right. \\
& +A_{3}\left[4 F_{2}^{2}\left(q^{2}+X A\right)-4 X A_{1} F_{2}\left(q^{2}+X A\right)-3 r^{2} X A_{1} F_{0}\left(q^{2}+X A\right)+r^{2} F_{0} F_{2}\left(2 q^{2}+3 X A\right)\right] \\
& +2\left[-2 r^{2} A F_{2}\left(F_{0 X} F_{2}-2 F_{0} F_{2 X}\right)+A_{1}^{2}\left(q^{2}+X A\right)\left(r^{2} F_{0}-2\left(2 F_{2 X}+r^{2} F_{0 X}\right) X\right)\right. \\
& \left.\left.+A_{1}\left(4 F_{2} F_{2 X}\left(q^{2}+X A\right)-2 r^{2} F_{0} F_{2 X}\left(q^{2}+2 X A\right)+r^{2} F_{2}\left(-A F_{0}+2 q^{2} F_{0 X}+4 X A F_{0 X}\right)\right)\right]\right\} \tag{B3}
\end{align*}
$$

It is useful to introduce several auxiliary functions to write down the expressions for $\Psi_{1}, \Psi_{2}$, and $\Psi_{3}$ in Eq. (14). We write $\Psi_{1}$ as

$$
\begin{equation*}
\frac{k_{1}}{8\left(F_{2}-X A_{1}\right)} \Psi_{1}=\frac{U}{V}-W \tag{B4}
\end{equation*}
$$

where $U, V$, and $W$ are defined as follows:

$$
\begin{align*}
U= & r^{2}\left(2 A_{1 X} F_{2}+A_{3} F_{2}+2 A_{1} F_{2 X}\right)\left(-2 A_{1} F_{0}-4 F_{0 X} F_{2}+8 F_{0} F_{2 X}+4 X A_{1 X} F_{0}+3 X A_{3} F_{0}+4 X A_{1} F_{0 X}\right) \\
& \times\left\{4 A_{1}^{3}\left(q^{2}-3 X A\right)\left[r^{2} F_{0}-2\left(2 F_{2 X}+r^{2} F_{0 X}\right) X\right]\right. \\
& +F_{2}\left[48 r^{2} A F_{2 X}\left(-F_{0 X} F_{2}+2 F_{0} F_{2 X}\right)+4 A_{3}\left(4 F_{2} F_{2 X}\left(q^{2}+3 X A\right)+5 r^{2} F_{0} F_{2 X}\left(2 q^{2}+3 X A\right)\right.\right. \\
& \left.-r^{2} F_{0 X} F_{2}\left(4 q^{2}+3 X A\right)\right)+4 A_{1 X}\left(2 F_{2}+r^{2} F_{0}\right)\left(4 F_{2 X}\left(q^{2}+3 X A\right)+X A_{3}\left(5 q^{2}+3 X A\right)\right) \\
& \left.+X A_{3}^{2}\left(4 F_{2}\left(5 q^{2}+3 X A\right)+r^{2} F_{0}\left(14 q^{2}+9 X A\right)\right)\right] \\
& +4 A_{1}^{2}\left[q^{2}\left(-2 r^{2} F_{0}\left(4 F_{2 X}+X A_{1 X}\right)+X\left(2 F_{2 X}+r^{2} F_{0 X}\right)\left(4 F_{2 X}-3 X A_{3}\right)-2 F_{2}\left(2 F_{2 X}-r^{2} F_{0 X}+2 X A_{1 X}+X A_{3}\right)\right)\right. \\
& +3 A\left(r^{2} F_{0}\left(F_{2}+2 X\left(3 F_{2 X}+\left(A_{1 X}+A_{3}\right) X\right)\right)-X\left(X\left(2 F_{2 X}+r^{2} F_{0 X}\right)\left(4 F_{2 X}+X A_{3}\right)\right.\right. \\
& \left.\left.\left.+F_{2}\left(4 F_{2 X}+4 r^{2} F_{0 X}-2\left(2 A_{1 X}+A_{3}\right) X\right)\right)\right)\right] \\
& -A_{1}\left[4 A_{1 X}\left(2 F_{2}+r^{2} F_{0}\right)\left(2 F_{2}\left(q^{2}+3 X A\right)+X\left(-4 F_{2 X}\left(q^{2}-3 X A\right)+3 X A_{3}\left(q^{2}+X A\right)\right)\right)\right. \\
& +3 X^{2} A_{3}^{2}\left(4 F_{2}+3 r^{2} F_{0}\right)\left(q^{2}+X A\right)+4 A_{3}\left(F_{2}\left(2 X F_{2 X}\left(-7 q^{2}+3 X A\right)+2 F_{2}\left(q^{2}+3 X A\right)-r^{2} X F_{0 X}\left(7 q^{2}+6 X A\right)\right)\right. \\
& \left.+r^{2} F_{0}\left(3 F_{2}\left(q^{2}+2 X A\right)+X F_{2 X}\left(2 q^{2}+15 X A\right)\right)\right)-8\left(2 q^{2} F_{2 X}\left(2 F_{2} F_{2 X}-r^{2} F_{0 X} F_{2}+3 r^{2} F_{0} F_{2 X}\right)\right. \\
& \left.\left.\left.+3 A\left(r^{2} F_{0 X} F_{2}\left(F_{2}+4 X F_{2 X}\right)+F_{2 X}\left(4 X F_{2} F_{2 X}-r^{2} F_{0}\left(3 F_{2}+4 X F_{2 X}\right)\right)\right)\right)\right]\right\}, \tag{B5}
\end{align*}
$$

$$
V=8 A_{1}^{3}\left\{r^{2} F_{0}\left(F_{2 X}-2 X F_{2 X X}\right)-4 X\left[3 F_{2 X}^{2}-r^{2} X F_{0 X} F_{2 X X}+r^{2} F_{2 X}\left(F_{0 X}+X F_{0 X X}\right)\right]\right\}
$$

$$
+4 A_{1}^{2}\left\{16 F_{2} F_{2 X}^{2}+8 F_{2} F_{2 X}\left[r^{2} F_{0 X}+\left(-6 A_{1 X}-3 A_{3}+2 r^{2} F_{0 X X}\right) X\right]\right.
$$

$$
-4 X F_{2 X}\left[4 F_{2 X}^{2}+2 r^{2} X F_{0 X}\left(2 A_{1 X}+A_{3}\right)+F_{2 X}\left(4 r^{2} F_{0 X}+8 X A_{1 X}+3 X A_{3}\right)\right]
$$

$$
-2 r^{2} F_{0}\left[2 F_{2 X}^{2}-X^{2} F_{2 X X}\left(4 A_{1 X}+3 A_{3}\right)+X F_{2 X}\left(4 A_{1 X}+4 A_{3}+4 X A_{1 X X}+3 X A_{3 X}\right)\right]
$$

$$
+r^{2} F_{2}\left[4 F_{0} F_{2 X X}-4 X A_{1 X X} F_{0}-2 X A_{3 X} F_{0}-16 X F_{0 X} F_{2 X X}+8 X^{2} A_{1 X X} F_{0 X}+4 X^{2} A_{3 X} F_{0 X}\right.
$$

$$
\left.\left.+2 A_{1 X}\left(F_{0}-4 X\left(F_{0 X}+X F_{0 X X}\right)\right)+A_{3}\left(F_{0}-4 X\left(F_{0 X}+X F_{0 X X}\right)\right)\right]\right\}
$$

$$
-F_{2}\left\{-16 r^{2} F_{2}\left(2 A_{1 X X}+A_{3 X}\right)\left(F_{0 X} F_{2}-2 F_{0} F_{2 X}\right)+64 X^{2} A_{1 X}^{3}\left(2 F_{2}+r^{2} F_{0}\right)+3 X^{2} A_{3}^{3}\left(4 F_{2}+3 r^{2} F_{0}\right)\right.
$$

$$
+8 r^{2} A_{3}\left[2 F_{0 X X} F_{2}^{2}-6 F_{0 X} F_{2} F_{2 X}+F_{0}\left(8 F_{2 X}^{2}-4 F_{2} F_{2 X X}+X A_{1 X X} F_{2}\right)\right]
$$

$$
-4 A_{3}^{2}\left[3 r^{2} F_{0}\left(F_{2}-4 X F_{2 X}\right)+2 F_{2}\left(2 F_{2}-2 X F_{2 X}+3 r^{2} X F_{0 X}\right)\right]
$$

$$
-8 A_{1 X}^{2}\left[2 F_{2}\left(4 F_{2}+X\left(-4 F_{2 X}+8 r^{2} F_{0 X}-11 X A_{3}\right)\right)+r^{2} F_{0}\left(2 F_{2}-X\left(28 F_{2 X}+13 X A_{3}\right)\right)\right]
$$

$$
+2 A_{1 X}\left[X^{2} A_{3}^{2}\left(40 F_{2}+27 r^{2} F_{0}\right)-4 r^{2}\left(-4 F_{0 X X} F_{2}^{2}+16 F_{0 X} F_{2} F_{2 X}+F_{0}\left(-24 F_{2 X}^{2}+8 F_{2} F_{2 X X}+X A_{3 X} F_{2}\right)\right)\right.
$$

$$
\left.\left.-4 A_{3}\left(r^{2} F_{0}\left(4 F_{2}-27 X F_{2 X}\right)+2 F_{2}\left(4 F_{2}-4 X F_{2 X}+7 r^{2} X F_{0 X}\right)\right)\right]\right\}
$$

$$
+2 A_{1}\left\{-16 X A_{1 X}^{2} F_{2}\left(3 F_{2}+8 X F_{2 X}+4 r^{2} X F_{0 X}\right)-3 X A_{3}^{2}\left[4 F_{2}^{2}+r^{2} X F_{0} F_{2 X}+2 F_{2}\left(r^{2} F_{0}+4 X F_{2 X}+2 r^{2} X F_{0 X}\right)\right]\right.
$$

$$
+4 A_{1 X}\left[-r^{2} X F_{0} F_{2 X}\left(4 F_{2 X}+X A_{3}\right)-2 X F_{2}\left(2 F_{2 X}+r^{2} F_{0 X}\right)\left(4 F_{2 X}+7 X A_{3}\right)\right.
$$

$$
\left.+4 F_{2}^{2}\left(4 F_{2 X}+r^{2} F_{0 X}-3 X A_{3}+2 r^{2} X F_{0 X X}\right)+r^{2} F_{0} F_{2}\left(4 F_{2 X}-X\left(3 A_{3}+12 F_{2 X X}+X A_{3 X}\right)\right)\right]
$$

$$
+4 r^{2}\left[-4 F_{0 X X} F_{2}^{2} F_{2 X}+8 F_{0 X} F_{2} F_{2 X}^{2}-8 F_{0} F_{2 X}^{3}+4 F_{0 X} F_{2}^{2} F_{2 X X}+A_{3 X} F_{2}\left(F_{0} F_{2}-4 X F_{0 X} F_{2}+7 X F_{0} F_{2 X}\right)\right.
$$

$$
\left.+2 A_{1 X X} F_{2}\left(-4 X F_{0 X} F_{2}+F_{0}\left(F_{2}+6 X F_{2 X}\right)\right)\right]
$$

$$
+4 A_{3}\left[-5 r^{2} X F_{0} F_{2 X}^{2}+2 F_{2}^{2}\left(4 F_{2 X}+r^{2}\left(F_{0 X}+2 X F_{0 X X}\right)\right)\right.
$$

$$
\begin{equation*}
\left.\left.+F_{2}\left(-2 X F_{2 X}\left(4 F_{2 X}+r^{2} F_{0 X}\right)+r^{2} F_{0}\left(3 F_{2 X}-7 X F_{2 X X}+X^{2} A_{1 X X}\right)\right)\right]\right\} \tag{B6}
\end{equation*}
$$

$$
\begin{align*}
W= & 4 A_{1 X}\left(2 F_{2}+r^{2} F_{0}\right)\left(q^{2}+X A\right)\left(F_{2}-X A_{1}\right) \\
& +A_{3}\left[4 F_{2}\left(q^{2}+X A\right)\left(F_{2}-X A_{1}\right)-3 r^{2} X A_{1} F_{0}\left(q^{2}+X A\right)+r^{2} F_{0} F_{2}\left(2 q^{2}+3 X A\right)\right] \\
& +2\left\{-2 r^{2} A F_{2}\left(F_{0 X} F_{2}-2 F_{0} F_{2 X}\right)+A_{1}^{2}\left(q^{2}+X A\right)\left[r^{2} F_{0}-2 X\left(2 F_{2 X}+r^{2} F_{0 X}\right)\right]\right. \\
& \left.+A_{1}\left[4 F_{2} F_{2 X}\left(q^{2}+X A\right)-2 r^{2} F_{0} F_{2 X}\left(q^{2}+2 X A\right)+r^{2} F_{2}\left(-A F_{0}+2 q^{2} F_{0 X}+4 X A F_{0 X}\right)\right]\right\} . \tag{B7}
\end{align*}
$$

With the above definitions, $\Psi_{2}$ and $\Psi_{3}$ are written as

$$
\begin{align*}
& \Psi_{2}=-\frac{2 k_{1}}{q^{2} r\left(2 F_{2} A_{1 X}+F_{2} A_{3}+2 F_{2 X} A_{1}\right)\left[r\left(2 A_{1}-X A_{3}-4 F_{2 X}\right) \Psi_{3}-8\left(F_{2}-X A_{1}\right)\right]^{2}}  \tag{B8}\\
& \Psi_{3}=\frac{8 r}{V}\left(F_{2}-X A_{1}\right)\left(2 F_{2} A_{1 X}+F_{2} A_{3}+2 F_{2 X} A_{1}\right)\left[F_{0}\left(2 A_{1}-4 X A_{1 X}-3 X A_{3}-8 F_{2 X}\right)+4 F_{0 X}\left(F_{2}-X A_{1}\right)\right] . \tag{B9}
\end{align*}
$$

[1] D. Lovelock, J. Math. Phys. (N.Y.) 12, 498 (1971).
[2] D. Lovelock, J. Math. Phys. (N.Y.) 13, 874 (1972).
[3] E. Berti et al., Classical Quantum Gravity 32, 243001 (2015).
[4] D. Langlois, Int. J. Mod. Phys. D 28, 1942006 (2019).
[5] T. Kobayashi, arXiv:1901.07183.
[6] R. P. Woodard, Scholarpedia 10, 32243 (2015).
[7] H. Motohashi and T. Suyama, Phys. Rev. D 91, 085009 (2015).
[8] D. Langlois and K. Noui, J. Cosmol. Astropart. Phys. 02 (2016) 034.
[9] H. Motohashi, K. Noui, T. Suyama, M. Yamaguchi, and D. Langlois, J. Cosmol. Astropart. Phys. 07 (2016) 033.
[10] R. Klein and D. Roest, J. High Energy Phys. 07 (2016) 130.
[11] H. Motohashi, T. Suyama, and M. Yamaguchi, J. Phys. Soc. Jpn. 87, 063401 (2018).
[12] H. Motohashi, T. Suyama, and M. Yamaguchi, J. High Energy Phys. 06 (2018) 133.
[13] G. W. Horndeski, Int. J. Theor. Phys. 10, 363 (1974).
[14] C. Deffayet, X. Gao, D. A. Steer, and G. Zahariade, Phys. Rev. D 84, 064039 (2011).
[15] T. Kobayashi, M. Yamaguchi, and J. Yokoyama, Prog. Theor. Phys. 126, 511 (2011).
[16] J. Gleyzes, D. Langlois, F. Piazza, and F. Vernizzi, Phys. Rev. Lett. 114, 211101 (2015).
[17] M. Crisostomi, K. Koyama, and G. Tasinato, J. Cosmol. Astropart. Phys. 04 (2016) 044.
[18] J. Ben Achour, M. Crisostomi, K. Koyama, D. Langlois, K. Noui, and G. Tasinato, J. High Energy Phys. 12 (2016) 100.
[19] K. Takahashi and T. Kobayashi, J. Cosmol. Astropart. Phys. 11 (2017) 038.
[20] D. Langlois, M. Mancarella, K. Noui, and F. Vernizzi, J. Cosmol. Astropart. Phys. 02 (2019) 036.
[21] X. Gao, Phys. Rev. D 90, 081501 (2014).
[22] A. De Felice, D. Langlois, S. Mukohyama, K. Noui, and A. Wang, Phys. Rev. D 98, 084024 (2018).
[23] X. Gao and Z.-B. Yao, J. Cosmol. Astropart. Phys. 05 (2019) 024.
[24] J. Ben Achour and H. Liu, Phys. Rev. D 99, 064042 (2019).
[25] H. Motohashi and M. Minamitsuji, Phys. Rev. D 99, 064040 (2019).
[26] C. Charmousis, M. Crisostomi, R. Gregory, and N. Stergioulas, arXiv:1903.05519.
[27] E. Babichev and C. Charmousis, J. High Energy Phys. 08 (2014) 106.
[28] T. Kobayashi and N. Tanahashi, Prog. Theor. Exp. Phys. 2014, 073E02 (2014).
[29] E. Babichev, C. Charmousis, G. Esposito-Farèse, and A. Lehébel, Phys. Rev. Lett. 120, 241101 (2018).
[30] H. Ogawa, T. Kobayashi, and T. Suyama, Phys. Rev. D 93, 064078 (2016).
[31] K. Takahashi and T. Suyama, Phys. Rev. D 95, 024034 (2017).
[32] J. Ben Achour, D. Langlois, and K. Noui, Phys. Rev. D 93, 124005 (2016).
[33] S. Mukohyama, Phys. Rev. D 71, 104019 (2005).
[34] E. Babichev, C. Charmousis, G. Esposito-Farèse, and A. Lehébel, Phys. Rev. D 98, 104050 (2018).
[35] C. de Rham and A. Matas, J. Cosmol. Astropart. Phys. 06 (2016) 041.
[36] D. Langlois, M. Mancarella, K. Noui, and F. Vernizzi, J. Cosmol. Astropart. Phys. 05 (2017) 033.
[37] J. D. Bekenstein, Phys. Rev. D 48, 3641 (1993).
[38] M. Zumalacárregui and J. García-Bellido, Phys. Rev. D 89, 064046 (2014).
[39] K. Takahashi, H. Motohashi, T. Suyama, and T. Kobayashi, Phys. Rev. D 95, 084053 (2017).
[40] G. Domènech, S. Mukohyama, R. Namba, A. Naruko, R. Saitou, and Y. Watanabe, Phys. Rev. D 92, 084027 (2015).
[41] B. Abbott et al. (LIGO Scientific and Virgo Collaborations), Phys. Rev. Lett. 119, 161101 (2017).
[42] B. P. Abbott et al. (LIGO Scientific, Virgo, Fermi GBM, INTEGRAL, IceCube, AstroSat Cadmium Zinc Telluride Imager Team, IPN, Insight-Hxmt, ANTARES, Swift, AGILE Team, 1M2H Team, Dark Energy Camera GWEM, DES, DLT40, GRAWITA, Fermi-LAT, ATCA, ASKAP, Las Cumbres Observatory Group, OzGrav, DWF (Deeper Wider Faster Program), AST3, CAASTRO, VINROUGE, MASTER, J-GEM, GROWTH, JAGWAR, CaltechNRAO, TTU-NRAO, NuSTAR, Pan-STARRS, MAXI Team, TZAC Consortium, KU, Nordic Optical Telescope, ePESSTO, GROND, Texas Tech University, SALT Group, TOROS, BOOTES, MWA, CALET, IKIGW Follow-up, H.E.S.S., LOFAR, LWA, HAWC, Pierre Auger, ALMA, Euro VLBI Team, Pi of Sky, Chandra Team at McGill University, DFN, ATLAS Telescopes, High Time Resolution Universe Survey, RIMAS, RATIR, SKA South Africa/MeerKAT Collaborations), Astrophys. J. 848, L12 (2017).
[43] B. P. Abbott et al. (LIGO Scientific, Virgo, Fermi-GBM, and INTEGRAL Collaboration), Astrophys. J. 848, L13 (2017).
[44] D. Langlois, R. Saito, D. Yamauchi, and K. Noui, Phys. Rev. D 97, 061501 (2018).
[45] P. Creminelli, M. Lewandowski, G. Tambalo, and F. Vernizzi, J. Cosmol. Astropart. Phys. 12 (2018) 025.
[46] C. de Rham and S. Melville, Phys. Rev. Lett. 121, 221101 (2018).
[47] T. Kobayashi and T. Hiramatsu, Phys. Rev. D 97, 104012 (2018).
[48] N. Afshordi, D. J. H. Chung, and G. Geshnizjani, Phys. Rev. D 75, 083513 (2007).
[49] A. Iyonaga, K. Takahashi, and T. Kobayashi, J. Cosmol. Astropart. Phys. 12 (2018) 002.
[50] C. de Rham and H. Motohashi, Phys. Rev. D 95, 064008 (2017).
[51] H. Motohashi and M. Minamitsuji, Phys. Lett. B 781, 728 (2018).
[52] E. Babichev, C. Charmousis, and A. Lehébel, J. Cosmol. Astropart. Phys. 04 (2017) 027.
[53] H. Motohashi and T. Suyama, Phys. Rev. D 84, 084041 (2011).
[54] H. Motohashi and T. Suyama, Phys. Rev. D 85, 044054 (2012).
[55] T. Regge and J. A. Wheeler, Phys. Rev. 108, 1063 (1957).
[56] H. Motohashi, T. Suyama, and K. Takahashi, Phys. Rev. D 94, 124021 (2016).
[57] A. De Felice, T. Suyama, and T. Tanaka, Phys. Rev. D 83, 104035 (2011).
[58] T. Kobayashi, H. Motohashi, and T. Suyama, Phys. Rev. D 85, 084025 (2012); 96, 109903(E) (2017).
[59] K. Takahashi, T. Suyama, and T. Kobayashi, Phys. Rev. D 93, 064068 (2016).
[60] D. A. Tretyakova and K. Takahashi, Classical Quantum Gravity 34, 175007 (2017).
[61] H. Kodama and A. Ishibashi, Prog. Theor. Phys. 110, 701 (2003).
[62] A. Ishibashi and H. Kodama, Prog. Theor. Phys. 110, 901 (2003).
[63] H. Kodama and A. Ishibashi, Prog. Theor. Phys. 111, 29 (2004).


[^0]:    ${ }^{1}$ Yet, there have been attempts to further extend the framework by relaxing the requirement so that the degenerate property holds only in the unitary gauge [21-23].

[^1]:    ${ }^{2}$ One can verify that the quadratic Lagrangian for the case with $A_{1}=A_{3}=0$ is reproduced by taking the corresponding limit in Eqs. (34)-(36), though the reduced background EOMs (14) does not apply in this case. It is also possible to show that the secondorder action for the solutions with $q=0$ and/or $\psi^{\prime}=0$ discussed in Sec. II C takes exactly the same form as (34), but with $\mathcal{J}=0$.

[^2]:    ${ }^{3}$ A possible loophole is that $A_{1} \searrow 0$ and/or $F_{2}-X A_{1} \rightarrow+\infty$ near the horizon.

