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O. INTRODUCTION. 

0.1. Background 

This paper examines construction of the theory of various 

effective fuzzy sets. 

The notion of fuzzy sets was introduced to represent inexact 

or vague concepts. Similarly, the theory of probability was 

constructed to analyze uncertain phenomena. In this sense, fuzzy 

theory is related to the theory of probability. However, there 

-is a great difference between them. Probability theory can be 

thought of as being concerned with quantity and fuzzy theory with 

quality. On one hand, probability theory is a branch of analy­

sis. On the other hand, fuzzy set theory can be interpreted as 

a branch of axiomatic set theory. Scott and Solovay have used a 

somewhat similar construction "Boolean-valued sets", to obtain a 

proof of Cohen's famous result, that the Continuum Hypothesis is 

independent of the rest of formalized Zermelo-Fraenkel Set Theory 

(see [38] etc). 

Now, before giving the aim and standpoint for this 

investigation, the definition of fuzzy sets will be introduced. 

Let X be a non-empty set (a usual set of objects) whose 

generic elements are denoted by x. Membership of A, a classical 

subset of X, is often viewed as a characteristic function from X 

to {O, 1 } such that 

A(x) "G if and only if x E A 

if and only if x ¢ A. 

{0,1} is called a truth value set. If the truth value set is 

allowed to be the real unit interval [0,1], A is called a fuzzy 

set (Zadeh [44]). In this paper, {0,1} is denoted by 2 and [0,1] 



by 1. This fuzzy set is called all I-fuzzy set. 

Let L be a partially ordered set with order relation ~. 

More general fuzzy sets can be define using the set L. 

Definition (Goguen [10]). An L-fuzzy subset of X is a 

function from X to L. X is called the carrier (or universe), and 

L is called the truth value set. 

In order to be able to extend the concept of set operators 

('union' and 'intersection'), a lattice should be adopted for the 

truth value set. Goguen adopted a cl -monoid, but many 
00 

mathematicians adopt a completely distributive lattice with 

(order reversing) involution as the truth value set, with 

'union' and 'intersection' on the same level. 

Zadeh and many engineers have proposed various set-like 

operations for application to engineering problems such as 

pattern recognition, optimization, decision making, fuz zy 

algorithms and systems theory. However, most of their works used 

I-fuzzy sets. The unit interval I has frequently been used in 

various areas of mathematics, but it is not the best for the 

truth value set of fuzzy theory. I is a subset of R (the family 

of real numbers). R represents the intuitive concept of 

"continuity". The methods of construction used by Cantor and 

Dedekind are well known. After all, R is constructed by 

classifying, by some equivalence relation, objects with 

uncountable cardinality. It is not necessary for engineers to use 

concepts such as truth value sets. On the contrary, very complex 

truth value 'sets are difficult for engineers and non-

mathematicians to use. For practicality, fuzzy sets should be 
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constructed that are both suitable for various applications and 

mathematically (algebraically and topologically) easy to deal 

with. The problems is if it is possible to construct such a 

fuzzy theory and how it can be done. 
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0.2. Summary 

The notation used in this thesis, is described in sections 3 

and 4 of chapter O. Section 3 outlines each ch&pter from the 

point of view of operators. Section 4 introduces the basic 

concept of fuzzy topological spaces. 

Chapter 1 characterizes the class of operators which are 

pointwise, commutative, associative, compatible and averaging. 

This class of operators coincides with the class of mode-type 

operators. Consequently, the existential problem of averaging 

operators with good property can be solved. 

In chapter 2, the concepts of II-fuzzy sets, II-fuzzy 

topological spaces and II-fuzzy linear topologies on vector 

spaces are introduced. In addition, some of the basic properties 

of II-fuzzy topological vector spaces are investigated using the 

notion of i-neighborhoods. Consequently, some problems in fuzzy 

topological space can be solved. 

Section 1 of the last chapter, describes the discovery of 

subsets (denoted by IQ<m» lying between I and II with the 

following properties: 

(1) II:::>IQ<m>::>I as sublattice; 

(2) there are suitable easy equivalence relations R1 and R2 

such that II/R1 is lattice isomorphic to IQ<m> and 

IQ<m>/R2 is lattice isomorphic to I; 

(3) IQ<m>X form an Abelian group under a simple operation. 

Section 2 of the last chapter introduces the concept of 

'particle' in fuzzy sets to replace fuzzy points. 
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0.3. Operators of fuzzy sets 

Fuzzy sets were made to extend the concept of sets, so it is 

important to consider set operators. The classLcal union and 

intersection of ordinary subsets of X can be extended by the 

following formulae, for A, B E LX 

(AVB)(x) = max[A(x), B(x)] for all x E X 

(AAB)(x) min[A(x), B(x)] for all x E X. 

Also, the inclusion can be extended by 

A ~ B if and only if A = A 1\ B. 

N .B. The symbols V, 1\ and ~ will be used here instead of U, 

nand C, to distinguish between fuzzy set operators and 

ordinary set operators. 

However, when L = I, many other operators can be defined on the 

basis of operators on I, for union and intersection. 

Firstly, there are the following probabilistic-like operators: 

(A + B) (x) A(x)+B(x)-A(x) ·B(x) 

(A • B) (x) = A(x) ·B(x) 

for every 

for every 

x E X 

x E X. 

Secondly, there are the following operators which R.Giles [9] 

called bold union and intersection: 

(A e B) (x) = min[1, A(x)+B(x)] 

(A®B)(x) max[O, A(x)+B(x)-1] 

Other operators defined by 

(Af.\B)(x) 

B(x)=O 

A(x)=O 

otherwise 

B(x)=1 

A(x)=1 

otherwise. 

5 
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x E X 

x E X. 



These operators satisfy the next inequality 

To generalize the operators, some operators with parameter p were 

proposed. Yager proposed the following operators: for p > 0, 

(A VB) (x) = min [1, VA (x) p + B (X) p] 

(A~B)(x) = 1 - min[1, o/(1-A(x))P+(1-B(X))P]. 

Weber proposed the following: p ~ -1, 
w 

(AV B) (x) = min[1, A(x)+B(x)+p·A(x) ·B(x)] 

(A A B) (x) max [0 , ( 1+p) (A (x) + B (x) -1 ) -p. A (x) . B (x) ] • w 
Yager and Weber used these operators as measures of fuzziness. 

The aforementioned intersection operators satisfy the conditions 

of triangular norms. A triangular norm T is a 2-place function 

from I X I to I such that 

( 1 ) T(O,O) = 0· , T(a,1) = aj 

(2) T(a,b) ~ T(c,d) whenever a ~ c, b ~ d· , 

(3) T(a,b) = T(b,a)j 

(4) T(T(a,b),c) = T(a,T(b,c)). 

A corresponding concept can be used for the aforementioned union 

operators. Thus, various algebraic investigations into union and 

intersection operators are discussed. (See [24], [3], [32], [35], 

[36] and [37].) In Chapter 1, averaging operators with good 

algebraic properties are considered. 

The complement of an ordinary subset of X can be expanded as 

follows: 

~ (x) = 1 - A(x) 

There are, of course, other definitions of complement. For 

example, ; ( ) _ (1 - A(x) ~ 
A x - (1 + P-A(x ) -1 < P < 00. 
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Which operators and complements should by selected and used? The 

answer to this question is different for different cases. It is 

important to examine properties of operators and to define new 

operators with good properties. 

The infinite union and intersection of X was usually defined 

by for Aj E IX (jEJ), 

(VA.)(x) sup Aj(x) 
·,oJ J j.e;J J-

( 1\ A. ) (x) = inf Aj (x). 
jEJ J jEJ 

However, this definition causes some problems (see, example 1 in 

the next section) when the concept of topology is introduced. R. 

Lowen and many others researched I-fuzzy sets. In Chapter 2, the 

use of the two arrows set II instead of the unit interval I as 

the truth value set is proposed to avoid these problems, from the 

poin~ of view of general topology and topological vector spaces. 

The two arrows set II is a completely distributive lattice with 

involution. 

Chapter 3 deals with symmetric difference operators for 

fuzzy sets. In the framework of fuzzy set theory there may be 

different ways to define a symmetric difference. 

Firstly, the fuzzy set A 8 B of element that belong more to 

A than to B or conversely is defined as 

(A8B) (x) = I A(x) - B(x) I for all x E X. 

but this e is not associative. 

Secondly, the fuzzy set A ~ B of the elements that approxi­

mately belong to A and not to B or conversely to B and not to A 

is defined as 

(A.0.B)(x) = (AI (x) !\B(x)) V(A(x)!\ B/(x)) for all x E X. 
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It can be shown that this ~ is associative. However, this 

operator is not satisfactory. 

Throughout Chapter 2 and Chapter 3, it is asserted that good 

operators require good truth value sets. 
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0.4. Basic concepts and notation of fuzzy topological spaces 

Let X be a non-empty set and (L; V ' 1\, I) be a completely 

distributive lattice with involution ,i.e. x~ = x, and if x < y 

then x/ > y/ (x,y E L). A constant fuzzy set is denoted by hX' for 

hE L. The supremum of L is denoted by 1 and the infimum of L is 

denoted by O. 

Definition 0.4.1. (Chang[2] and Goguen[12]) An L-fuzzy 

topology is a family ~ of L-fuzzy sets of X which satisfies the 

following conditions: 

(1) OX' 1 X E OL, 
(2) If A, B E OL, then A 1\ B E oz., 
(3) If AjE m for each j E: J, then VAoEOl. 

°CJ J J-

An L-fuzzy topological space is denoted by (X, QL,L). Every 

n:ember of CJl is called an open fuzzy set. A fuzzy set is closed 

if and only if its involution is open. An ordinary topological 

space is a 2-fuzzy topological space, it will be denoted by 

(X, 0[,2). 

Note.1. The above fuzzy topology m is a subset of LX , i. e. an 

element of X Properly speaking, fuzzy topology should be 2L • a an 

element of X 
LL . 

Note.2. Lowen's definition of fuzzy topology adopted condition 

(1') below instead of condition (1) (see [31], [25], [26], [27], 

[28], [29] and [30]), 

(1 ') every constant fuz zy set hX E ~. 

Most of the concepts of ordinary topology can be generalized 

for fuzzy topology. 
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Let (X, Ol,L) be an L-fuzzy topological space. The interior 

and closure of a fuzzy set are defined in same ways, and denoted 

by 'Int' and 'GI' respectably, i.e. for A E LX , 
Int A = V { B E LX I BE OI and B ~ A 

GI A = 1\ { B E LX I B'E(]L and B f A ) . 

A subfamily 13 of OL is a base for OL if and only if each 

member of OC- can be expressed as the union of some member of E. 
A subfamily y of 13 is a subbase for 01 if and only if the 

family of finite intersections of member of ::f forms a base for 

(}C. A family e of fuzzy sets is a cover of a fuzzy set B if and 

only if B ~ V {A I A E t) . It is an open cover if and only if each 

member of t is an open fuzzy set. A subcover of ~ is a 

subfamily of e which is also a cover. 

Let f:X---+Y be a function from X to Y. Then, f induces a 

f t · F- 1 : I ,X unc lon L ---::>L defined by 

F-1 (B)(x) = B(f(x)) (Le. F-1 (B) = BoF). 

Also, f induces another function F : LX--?LY defined by 

F(A)(y) =rV{ A(x) I x E f- 1 (y)) if f-1(y) is not empty 

~o (minimal element of L) otherwise. 

Then, F-1 (F(A)) = A. Thus, this F is called the fuzZ~l fu.nction 

from LX to LY induced by the function f from X to Y, and F- 1is 

the inverse of F. 

More generally, M.A.Erceg [5] defined fuzz relation and fuzz 

function without using the inducing function. 

we do not call it fuzzy function.) 

10 
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Definition. 0.4.2. A fuzz relation between LX and LY is a map 

R : LX~LY 

such that 

(1 ) 

(2 ) 

are satisfied. 

for all A. E LX 
J 

The inverse fuzz relation R-1 is defined to be a map 

R -1: L X----7 L Y 

where R-1 (A) = /\(B~LXIR(B/)~A/). 

Definition. 0.4.3. A fuzz function from LX to LY is a map 

F:LX---:)oLY 

such that 

F (OX) = 0y, 

(2 ) F( VA.) = VF(A.) for all AJ.E LX, 
jcJ J jEJ J 

(3) F-1 (A/) = [F-1 (A) ( 

are satisfied. 

In view of condition U), we have F-1 (A) = V{BIF(B)~A}. 

It is easy to prove that a fuzzy function F induced by the 

function f from X to Y is a fuzz function and its inverse fuzz 

function is t~e same as the inverse of F. 

Definition. 0.4.4. Let (X, Ol1'L) and (Y, Ol;z,L) be L-fuzzy 

topological spaces. A fuzzy function (or fuzz function) F from 

(X, OL 1 ' L) to (y,~, L) is fuzzy continuous if and only if 

F-1 (U) E 011 for every U E ~. 

Definition. 0.4.5. A fuzzy topological space is compact if 

and only if each open cover of the space has a finite subcover. 

11 



In fuzzy topology, there have been many other definitions of 

compactness. The reason is that the above compact does not have 

good properties for I-fuzzy topology. (See example 1.) 

In usual topological theory, there are some operations on 

topological spaces, i.e. methods of constructing new topological 

spaces from old ones. The most well-known and important six 

methods are "subspace", "sum of spaces", "Cartesian product", 

"inverse systems" and "function space". There are various 

extensions of above operations to fuzzy topology (see [42], [19], 

[5] etc). Wong[42] defined the following fuzzy product topology. 

If (X j ' OI j , L) are L-fuzzy topological spaces for j E J, we 

define their product D (X., m., L) to be the L-fuzzy topological 
jEJ J v'J 

space (X, GL, L), where X = Dx. is the ordinary set product and 
jEJ J 

UT.- is the topology on X generated by the subbase 

J= (P-J.
1

(A.) I A.E(}[., jEJ}, 
J J J 

where P.: 1X~LX induced fuzzy function by the usual projection 
J 

onto the i-th coordinate p.: X--+X .• 
J J 

This (JL. is the weakest 

topology such that each P. is continuous. 
J 

Example 1 (in Goguen [12]). For k,m E ~ (the family of natural 

numbers), let P k,m be a function from ~ to I such that 

Pk,m(n) = {a 
1-1/k 

n > m 

n ~ m. 

Let (X j ' OIj , I) be an I-fuzzy topological space for j E N, 

where X. ~ and ffij J 
( OX' 1 X and P. (m EN) }. J ,m 

Then, (X j , DIS' I) is compact for every j EN. However, 

D(x., OIj , I) is not 
jEJ J 

compact. 
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This example means that the Tychonoff theorem does not hold. To 

avoid this problem, Lowen changed the definition of topology and 

compact, Wang G.J. altered the definition of compact, Pu and Liu 

used another concept of cover and Hutton changed the definition 

of product. (See[27], [41], [34] and [19].) However, the 

fundamental cause of this problem is the truth value set I (which 

infinite union consist of supremum). The suggestion by Goguen 

[12] that a better lattice should be used is probably correct. 

The definition of neighborhood is also a problem for I-fuzzy 

topological space theory. 

Definition. 0.4.6 (in Warren [39]). A I-fuzzy set U in a 

I-fuzzy topological space (X, Ql, I) is a neighborhood of a point 

x E X if and only if the:r-e exi s ts fJ E Ol s-Llch that U ~ fJ and 

u(x) = fJ(x) > O. 

1J x deno~es the family of all neighborhoods of x which are 

de~er~ined by the fuzzy topology Ol on X. 

Theorem. 0.4.7 (in Warren [39]). Let (X, OI, I) be a 1-

fuzzy topological space. Then for each x E X, 7' satisfies: v-x 

1X EUx ' 

if U ~ ?ix' tten U(x) > 0, 

if U E ?h, U ~ V and U(x) = V(x), then VE 1.i.x ' 

j E J} E l1x ' (4) if U_E V<-v j E J, then Vru
J
" : J _. 

(5) if U, V E Ux ' then U 1\ V E 7ix ' 

(6) if UELLx ' then there exists UELlx such that V ~ U, 

V(x) = U(x) and if V(y) > a then V E ~y' 

Compare this theorem with theorem 2.3.2. proposed here. 

13 



Finally, the definitions (or equivalence definitions) of 

the separation axioms TO and T1 in Hutton [20] should be exa­

mined. 

Definition. 0.4.8. (X, Ol, L) is TO if every A E LX can be 

written in the form A= V!\B .. , 
iEIjEJ lJ 

where Bij is an open or 

closed set. Also, (X, aI, L) is T1 if every AELX can be writ­

ten in the form A = V Bi' where Bi is a closed set. 
iEI 

There were two problems in the theory of I-fuzzy topological 

spaces. One problem is "how should fuzzy compactness be de-

fined?", and the other problem is "how should fuzzy points be 

treated?". Both problems can be solved by using II-fuzzy sets. 
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1. MODE-TYPE OPERATORS ON FUZZY SETS 

This chapter introduce some new type operators on fuzzy sets 

whose truth value set is I (Le., [0, 1] interval). There are 

many (aggregation) operators already in existence and some of 

these were selected and used for fuzzy decision-making, fuzzy 

logic and so on. 

One of the axioms on aggregation operators in [4] or [6] is 

"continuity". Mathematically speaking, continuity is a very good 

property, but it is a restrictive condition. In section 3, we 

can define mode-type operators on fuzzy sets, which does not 

require continuity. We show that mode-type operators are 

precisely those operators which are pointwise, commutative, 

associative, compatible and averaging. 

1.1. Definitions and Question 

Let X be an ordinary set, II the family of all fuzzy subsets 

of X. 

Defini tion . 1.1.1. A binary operator aJ: IXX IX~IX is said to be 

commutative • .C' 
~.l. A (9 B = B e A for all A, B E -X 1 , 

iCiempoter..t if A $ A A for all A E IX , 

associative if (A e B) e C = A e (B e C) for all A, B, C E IX, 

compatible if A e B ~ C e D for all A, B, C, D E IX 

such that A ~ C and B ~ D, 

averaging if AVB ~ A e B ~ A I\B for all A, B E IX. 

It is obvious from the definition that every averaging 

operator is idempotent. 

15 



Definition 1.1.2. An operator e is said to be pointwise if there 

exists an opera tor *: I X I ~ I such that 

(A e B)(x) = A(x) * B(x) for all A, BE IX. 

It is clear that operators V and 1\ are pointwise. The 

+ in [21] is not pointwise. 

Definition 1.1.3. A binary operator *:IX I~I is said to be 

commutative if a * b = b * a for all a, b E I, 

associative if (a * b) * c = a * (b * c) for all a, b, c E I, 

compatible • .<> 
~.l. a * b ~ c * d for all a, b, c, dEl 

such that a f c and b ~ d, 

averaging if max(a,b) ~ a * b ~ min(a,b) for all a, b E 1. 

When an operator e is pointwise, it is obvious from the 

definition that @ is commutative, associative, compatible and 

averaging if and only if the corresponding opera tor * is 

commu~ative, associative, compatible and averaging respectively. 

Axioms of aggregation operators similar to the definitions 

given above were introduced in [4] and [6]. 

Median-type operators on IX are defined by 

(A e B)(x) = median [A(x), B(x), m] for so~e m, 0 ~ m ~ 1. 

The case when 0 < m < 1 was studied in [4, p.222]. 

It is clear that opera tors V and 1\ are median-type opera tors. 

And every median-type opera tor is pointwise, com mutati ve, 

associative, compatible and averaging. 

16 



Question. Does there exist pointwise, commutative, associ-

ative, 'compatible and averaging operator other than the median­

type operators? 

1.2. Mode-type operators 

1et 1 be a linearly ordered set, and let f be a function 

from I to 1 satisfying the following two conditions: 

for every closed interval [a, b] of I, 

(1) there exists acE [a, b] such that 

f(c) = m, m = sup{f(x) I x E [a, b]), 

and (2) for the subset M = (clcE[a, b], f(c) = m) of [a, b], 

sup{dldEM) E M. 

Definition 1.2.1. 1et f:I--*1 be a function stated above. And 

let a, b be arbitrary elements of I. We define a binary operation 

*f on I by the following way: 

if a ~ b, 

a *f b = sup{clcE[a, b], f(c) = m), where sup{f(x)lxE[a, b]}, 

if b < a, 

a *f b = sUp{CICE[b, a], f(c) = m), where sup{f(x) IXE[b, a]}. 

That is, *f is the supremum of the subset in I on which f takes 

its maximum. 

The operator *f would then induce an operator $f on IX defined by 

(A $fB)(x) = A(x) *f B(x). 

We shall call the operator $f "mode-type operator" 

function f "mode function". 
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Note that every continuous function from I to I is a mode 

function. 

Example 1. Let L = I. If f:I~I is defined by 

f(x) = {1~n 
if x is irrational or 0 or 1 ,-

if x = min s.t. m and n are irreducible. 

Then, o *f 1 1 1 
*f 

2 = 1 See figure 1 • = 2' 2; ..... 3· , 
We can define the corresponding mf from this function f. This 

example indicates that mode-function does not need continuity. 

We can define similar operators by using the supremum of 

the subset in I on which f takes its minimum, the infimum of the 

subset in I on which f takes its minimum or the infimum of the 

subset in I on which f takes its maximum. All these operators 

are essentially the same. 

Proposition 1.2.1. Every mode-type operator mf is pointwise, 

commutative, associative, compatible and averaging. 

Proof. From the definition, the mf is pointwise, commutative and 

averaging. :Because mf is pointwise, it is sufficient that *f is 

compatible and associative. 

To prove compatibility, let a ~ b ~ c ~ d. It is clear that 

f(b *f c) f f(x) for any x E [b, c], and f(b *f c) ~ f(b *f d) 

since [b, c] C [b, d]. Then, we have b *f d E [b, b*fc). 

Hence b *f d f b *f c. 

Since f(b *f c) > f(x) for any x E (b*fC' c] and f(b *f c) ~ 

f(a *f c), we have a *f C E (b*fc , c]. Hence a *f c ~ b *f c. 

Therefore a *f' C ~ b *f C ~ b *f d. 

Next, we shall show associativity. For any x E [a, b], f(a *f b) 
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~ f (x) • Hence, f(a *f b) = f( (a *f b) *f x) • By definition, 

a * f b = (a *f b) *f x (1) 

Let a ~ b ~ c. From (1) , we have 

(a * c) *f b = a *f c (2) f 
Since a *f b ~ a, we have (a *f b) *f c ~ a *f c. By compati-

bili ty, a * b f ~ a *f c. So (a 

From (1 ) , (a *f b) *f c ~ a *f c. 

(a * b) *f c = a *f c f 
Similarly, 

a *f (b *f c) = a *f c 

From (2), (3) and (4), 

*f b) *f c ~ (a *f c) *f c. 

Hence 

(3) 

(a *f b) *f c = (a *f c) *f b = a *f (b *f c) = a *f c. 

This shows associativity. 

Proposition 1.2.2. All median-type operators including V and A 
are mode-type operators. 

Proof. If f is a monotone increasing function from I to I, then 

the corresponding if is V. 
decreasing function from I to I, 

If f is a strictly monotone 

then the corresponding 

A. For m in I, we define the function f from I to I by 

= 1-(x-m)2. Then, (A if B)(x) = median [A(x), B(x), m]. 

Remark. Not every mode-type operator is median-type as seen by 

the following example. 

Example 2. Let L = I, and suppose that f(x) = ~sin2nx + ~. Then, 

1 * 2 f 1 = 1. See figure 2. 

We can define the corresponding if from this function f. This 

mode-type operator is not median-type. 

19 



f(x) 

1 '2 -----------------~ 

f(x) 

1 

2 

1 1 2 1. 
.4 "3"5 2 

2 1. 
3" .4 

figure 1 

) 

x 

1 2 ---------------11.1-------•• 
I I 
I : 

1 I , 

3" r----------.--6 1. 6: 
.4 i: 

! 
I 
I , 

l. 
3 

1 
2 

figure 2 

x 

atb 

1 

2 

for a =J... 2 

-----------------------------e 

-- --- - - -- -----.-------6 

1-
.4 

1 
2 

) 

b 

) 

b 



1.3. Characterization of pointwise, commutative, associative, 

compatible and averaging operators 

In this section, we shall show that the converse of 

Proposi tion 1.2.1 is also true. That is, all pointwise, 

commutative, associative, compatible and averaging operators are 

mode-type operators. 

Let e be an pointwise, commutative, associative, compatible 

and averaging. operator on I. Since any operator e is pointwise, 

we see that there exists an operator * such that 

(A e B)(x) = A(x) * B(x). 

Lemma 1.3.1. For any x, y E I such that x * y = c, it holds 

that x * c = c. 

Proof. Suppose that x and yare two elements satisfying the 

condition that x * y = c. From the properties of the operator *, 

we can easily obtain x * c = x * (x * y) = (x * x) * y = x * y = 
c. 

Lemma 1.3.2. If a, b, c belong to I and a < b < c, it holds that 

a * c = a * b or b * c. 

Proof. We put d = a * c and suppose that d ~ b. From the 

compatibility condition, we have d = a * c ~ a * b. On the other 

hand, by Lemma 1.3.1 and the compatibility condition, d = a * d ~ 

a * b. Therefore d = a * b. Similarly, in case that d ~ b, from 

Lemma 1.3.1 and the compatibility condition,we obtain d = b * c. 

This completes the proof. 
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Now, for every c of I, we set 

iCc) = inf{xlthere exists z E I such that x * z = c) 

and 

s(c) = sup{xlthere exists z E I such that x * z = c). 

Lemma 1.3.3. Let x and c be two elements such that 

iCc) < x ~ c, then x * c = c. 

Proof. By the definition of iCc), 

that iCc) ~ y < x and y * z = c. 

we can find y and z of I such 

Since y * c = c by Lemma 1.3.1, 

we obtain that from the compatibility condition, 

c = y * c ~ x * c ~ c * c = c. 

This completes the proof. 

We can prove the following Lemma analogously to Lemma 1.3.3. 

Lemma 1.3.4. Let 

s(c) > x ~ c, then 

x ~d 

x * c = c. 

c be two elements such that 

Let (1,2,3) be the three points set. We introduce the 

lexicographic order on the set IX{1,2,3}, i.e., 

for every i, j E I such that i < j iff (i, x) < (j, x), and 

for every i E I, (i, 1) < (i, 2) < (i, 3). 

Then, we define the function f, which depends on the operator *, 

from I to IX{1,2,3) such that 

fCc) (s(c)-i(c), 1) for iCc) * c ~ c and s(c) * c ~ c, 

(s(c)-i(c), 3) 

(s(c)-i(c), 2) 

for iCc) * s(c) = c, 

otherwise. 

Now, we can prove the following, 
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Theorem 1.3.5. The family of all pointwise, commutative, asso­

ciative, compatible and averaging operators coincides with that 

of all mode-type operators. 

Proof. Since every mode-type operator satisfies tlie pointwise, 

commutative, associative, compatible and averaging conditions, by 

Proposition 1, it suffices to show that every pointwise, 

commutative, associative, compatible and averaging operator * is 

a mode-type operator corresponding to a function f from I to 

IX{1,2,3} defined above. To see this, we shall prove that f(x) < 

f(a * b) for any closed subinterval [a, b] of I and for any 

element xE[a, b] with x I a * b, because the operator introduced 

by f is identical with the operator * 
Put c = a * b. 

[I] Consider the first case that a I c and b I c. Let x be 

any given element with a ~ x < c < b. 

Assume that s(x) > c. Then there is an element y such that c < y 

< s(x). From Lemma 1.3.1, 1.3.4 and the compatibility condition, 

we get c = a * c ~ x * y = x. But this contradicts the fact that 

a ~ x < c < b. Hence we have 

s (x) ~ c. (1 ) 

If i(x) < i(c), there exists an element z with 

i(x) < z < i(c) ~ a ~ x ~ s(x) ~ c < b. (2) 

Combining (2) with Lemma 1.3.3 and the compatibility condition, 

we can easily verify that z * a ~ z * x = x and z * b > x. 

By Lemma 1.3.2 and (2) we see that z * b = z * a or z * b = a * b. 

Since z * a ~ z * x = x and z * b > x, we have z * b = a * b 

= c. On the ot~er hand, z * b I c from the definition of i(c). 

Thus we have 
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i(x) ~ iCc). (3) 

Since b > c and a * b = c, it is clear that c < s(c). Combining 

this inequality with (1) and (3), we conclude that sex) - i(x) 

~ c - iCc) < s(c) - iCc), which means f(x) < fCc) as desired. 

When x is an element with a < c < x ~ b, we can analogously 

prove that f(x) < fCc). 

[II] Next we consider the second case that a = c. 

Assume that there exists an element p such that p < a and 

p * b = a. Then, by the result of the first case, we observe 

that, for every element x E [p, b] such that x ~ a, f(x) < f(a). 

Hence f(x) < f(a) = f(c) for every x E (a, b]. 

On the other hand, suppose that p * b ~ a for all p < a. 

When i(a) < a, there exist two elements q and r such that 

i(a) < q < a ~ rand q * r = a. Since q * a = a by Lemma 1.3.1, 

using Lemma 1.3.2 and a * b = c = a, we obtain q * b = a. But 

this contradicts the assumption that p * b ~ a for all p < a. 

Therefore we get 

i(a) = a, 

and hence 

i(a) * a = a. (5) 

Let x be an element of (a, b] and suppose that i(x) < a. Then 

we can take an element y such that i(x) < Y < a. Thus we 

obtain x = y * x ~ a * x ~ a * b = a, which contradicts the fact 

that a < x. Hence we have 

a ~ i(x). (6) 

By Lemma 1.3.1 and the fact that a * b = c = a, we can easily see 

that a * x = a. When sex) ~ b, we have sex) ~ sea) because 

a * b = a and so b ~ sea). 
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Assume that s(x) > b. For any element z such that a < x ~ b 

< z < s(x), by using Lemma 1.3.2, we can verify that 

a * z = a * x or a * z = x * z. 

If a * z = x * z, then a * z = x * z = x by Lemma 1.3.4. From 

Lemma 1.3.1, a * x = x. But a * x ~ a * b = a. This contradicts 

a < x. Hence a * z = a * x = a. Therefore, 

s(a) f s(x) (7) 

We shall now show that f(x) < f(c). By (4), (6) and (7), we can 

observe that 

s(a) - i(a) f s(a) - a f s(x) - i(x). 

In particular, when s(a) - i(a) = s(x) - i(x), it holds. that 

i(a) = a = i(x), and therefore we deduce that 

a * a ~ a * x = i(x) * x ~ a * b = a. (8) 

From (5) and (8), we obtain i(a) * a = a and i(x) * x = a # x. 

When s(a) * a = a, i(a) * s(a) = a by Lemma 1.3.2. Then, 

i(x) * s(x) = i(a) * s(a) = a # x. Hence, 

f(a) = (s(a)-i(a), 3) 

f(x) = (s(x)-i(x), 1) or (s(x)-i(x), 2). 

When s(a) * a # a, put p = s(a) * a. From Lemma 1.3.1, a * p = p. 

If a < p < s(a), then a * p = a by Lemma 1.3.4. This contradicts 

that a # p. Hence p f s(a). So a ~ x ~ b < s(x) = s(a) ~ p, 

but P = s(a) * a ~ s(a) * x = s(x) * x. Hence, s(x) * x # x. 

Therefore, 

f(a) = (s(a)-i(a), 2) 

f(x) = (s(x)-i(x), 1). 

We obtain f(x) < f(c). 

[III] In case that b = c, we can similarly show that f(x) < f(c) 

as in the second case. This completes the proof. 
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From Proposition 1.2.1 and Theorem 1.3.5, we conclude that mode-

type operators are precisely thos~ operators which are pointwise, 

commutative, associative, compatible and averaging. However, 

there are operators which do not satisfy some of these properties 

as illustrated by the following example. 

Example 3. Let *1' *2' *3' *4 and *5 be operators on I defined by 

a * b = a 1 
1 + b) a * b = -(a 2 2 

a *3 ~{: (if 1 ~ 1 ~ 1 b 2 - a ~ b or b < 2 - a or a ~ b < 2) 

(otherwise). 

And 

a * 
4 b = 1 (if a = 1 or b = 1) 

a (if a = b) 

a (if 3a-[3a] < 3b-[3b] ) 

b (if 3a-[3a] > 3b-[3b] ) 

1 3( 1+3a-[3a]) (otherwise). 

For the operators *1' * 2' *3 and *4' we can define the 

corresponding operators e1 , e2 , e3 and e4 on IX by (A ei B) (x) = 

A(x) *i B(x).(i=1,2,3,4). Then e1 is not commutative, e2 is not 

associative, e3 and e
4 

are not compatible. 

section 0.3 are not averaging. 

Triangular norms in 
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2. II-FUZZY TOPOLOGICAL SPACES AND 

II-FUZZY LINEAR SPACES 

In this chapter we induce the concept of II-fuzzy sets , 11-

fuzzy topological spaces and II-fuzzy linear topologies on vector 

spaces. And, using the notion of i-neighborhoods, some of the 

basic properties of II-fuzzy topological vector spaces are 

investigated. 

The concept of fuzzy sets, whose truth value set is the unit 

interval I = [0,1], was introduced by Zadeh [44], and that of L­

f u z z y sets was introduced by Goguen [ 1 ° ] . Later, Chang [ 2 ] 

introduced fuzzy topologies on a set of fuzzy sets. Since then, 

much work has been done on fuzzy topological spaces. Then, the 

notion of fuzzy topological vector space on I-fuzzy set wa~ given 

by Katsaras [21], [22] and [23]. In this paper, we consider 

special fuzzy sets whose truth value set is not I but II (two 

arrows set). And we investigate the fuzzy topological vector 

space on II-fuzzy set. As the II-fuzzy sets have the 

representation sets, it is easy to imagine various topological 

structures. Then, we explain II-fuzzy topological vector spaces 

systematically. 

2.1. Definition of II-fuzzy topological spaces 

We consider a set of two I's, where 1=[0,1], placed side by 

side, and denote the interval on the right by 1+ and the other 

interval on the-left by 1-. Points in 1+ are denoted by x+, and 
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points in 1- are denoted by x. The two arrows set II is the 

union of 1+ and 1-, that is, 

II = I+V 1- = (x+/xEI) V(x-/xEI} = (x+,X-/XEI). 

We introduce the following order relation on II. For all afI, we 

define a- < a+. If a < b (a,bEI), then a+ < b-. It is easy to see 

that the set II is a linearly ordered set by this relation with 

the least element 0- and the greatest element 1+. It is well 

known that any complete linearly ordered set is a completely 

distributive lattice (see Birkhoff [1] etc). Thus, the set II is 

a completely distributive lattice. 

We define the operation 
, 

from II to II, by 

( +)' (1 )- d ( -)' (1 )+ where a+:-I+CII, a-~I-cII. a = -a an a = -a ~ ~ 

Since the operation has the involution property, the set II 

is a completely distributive lattice with involution. Let X be a 

non-empty set. The lattice operations \/' /\ and / in II 

induce the corresponding lattice operations in IIX (the set of 

all function from X into II) which we also denote by \/, /\ and / 

respectively. 

That is, ( \/ A 0) (x) 
jEJ J 

(/\Ao)(x) 
jfJ J 

= \/ AJo (x) , 
jEJ 

= /\ A ° (x) 
j EJ J 

and (A/)(X) = (A(x))/. 

In the sequel, we shall consider the II-fuzzy topological 

space (X, 0'"[, II). 

2.2. Representation Theorems 

Let X beoa set (i.e. a set of points). We denote the set 

(ACXXI/ (x,i)EA implies (x,j)EA for each j<i) by M(X). 
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It is clear that M(X) C p(X X I) (the power set of X X I) and 

M(X) is a complete lattice with LJ (set union) and () (set 

intersection). We define the involution I from P (X X I) to 

p(X x I) by 

AI = {(x,i)E XXI l(x,1-i)~A) for AEP(XXI). 

The lattice (M(X); LJ, () ,I) is a completely distributive lattice 

with involution. 

Theorem 2.2.1. The function k : IIX----;l> P (I x I) defined by 

k(B)={(x,i)EXXI I B(x) ~ i+ 

has the following properties: 

(0) k is an isomorphism from 

(M(I); U, (), I) , 

(1) k(VB.)=LJk(B.) 
jEJ J jEJ J 

(2) k( A B.)=() k(B.) 
jEJ J jEJ J 

I (B j E II ), 

I (B j E II ), 

( III. V A /) .' , , onto 

Proof. (0) Let A, B ElI! such that A f= B, then there exists 

xE! such that A(x) f= B(x). When A(x) > B(x), there exists an 

iE I such that A(x) ~ i+ > B(x). Then (x,i) E k(A) but 

(x,i)ik(B). Hence, k is one-to-one. Suppose C EM(I), and let 

such that D(x) = sup i. 
(X,i)EC 

We define E E III 

E(X)={[D(X)]+ 

[D(x) r 

by 

(x, D(x)) E C 

(x,D(x)) ft C. 

Then k(E) = C, therefore k is onto. 
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(1) Let A,B E IIX be such that A(x) ~ B(x) for every x EX. For 

each (x,i)E k(A), we have i+ < k(A) ~ k(B), hence (x,i) Ek(B). 

This shows that k(A)Ck(B). Therefore k is order preserving. 

Let BjE IIX, then V Bj ~ Bj' Since 
J EJ 

k is order - preserving, 

we have k( .V Bj ) :::> k(B j ). Hence 
JEJ 

(x,i)Ek( VB j ), then [VBj](x) > i+. Then, there exists jOEJ 
j~J jEJ 

such that Bj (x) > 
o 

k(VBj)C Uk(B j ). 
jEJ jEJ 

.+ 
:1 • Thus 

We can prove (2) similarly. 

(x,i)Ek(B j ). 
o 

(3) k(B/)={(x,i)cXXII B'(x) ~ i+} 

={(x,i)EXXII B(x) ~ (1-i)- < (1-i)+} 

={(X,i)fXXII (x j 1-i)¢k(B)) 

=[k(B)]' • 

Therefore we have 

We shall call the set k(B) the representation of the II-

fuzzy subset B of X. 

Since I is 'a distributive lattice, it is isomorphic to a ring 

of sets (by Birkhoff-Stone representation theorem). However this 

isomorphism is not sup-inf-preserving. Therefore we see that IIX 

has a better property than IX. 

Let f be a function from X to Y. We will define the fun-

ction f from XXI to YXI by f(x,i) = (f(x),i). 
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Proposi tion 2.2.2. Let F be a fuzzy function from II X 

Y -1 ~ to II generated by the function f. Then F = k oIok. 

X __ --=-f_-7) Y 

IIX F )IIY 

k t-1 

+ I 
M(X) r ;. M(Y) 

n f\ 
P(XXI) P(YXI) 

Proposition 2.2.3. Let (X,Q7, II) be a II-fuzzy topological 

space, and K(O'O the set {ACXXII A=k(B), BEOLl. Then 

(X X I, K(m), 2) is a topological space. 

Proo:f. Since a-X' 1+xEIIX, we have ~ = k(a-X)EK(07) and 

XXI = k(1-X)EK(CO. Let Uj EK(01). Then, for each j, there 

exists a VjE (J[ s.t. k(V j ) = Uj • We see that U1 (\ U2 = 

k(V1 )f\k(V2) = k(V1 /\V2 )EK(QI) and UU. = Uk(Vj ) = k(VV.) 
jEJ J jEJ jfJ J 

E K(01). 

Proposition 2.2.4. Let (X, OI,II) be a II-fuzzy topological 

space, andK/(OO the set {ACXXII A=k(B/)c,'BEO'lJ, where 

k(B')c is the complement of k(B/). Then (X X I, K /(07.), 2) 

is a topological space. 

We can prove this in the same way. 

We shall call the space (X X I, K(01), 2) the open represen­

tation space of (X, or, II), and the space (X X I, K/(OI), 2) 

the closed representation space of (X, or, II). We see that 
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the closed representation space is the inversion of the open 

representation space. In fact, the function from (XXI, K(Ol), 2) 

to (Xx I, K/(Ol.), 2) defined by f«x,i)) = (x,1-i), is a homeo-

'morphism. 

Proposition 2.2.5. Let F be a fuzzy function from 

(X, 0l1' II) to (Y, 0l2' II) induced by the function f from 

X to Y. Then the following conditions are equivalent: 

(1) F is a fuzzy continuous function, 

(2) r is a continuous function from (X X I, K( 0l1)' 2) 

to (Y X I, K ( (Jl2)' 2), 

(3) r is a continuous function from (X X I, K (07.1 ), 2) 

to (Y X I, K (0I2 ), 2). 

2.3. Neighborhood system of a II-fuz~ topological space 

Definition 2.3.1. Let(X,OI,II) be a II-fuzzy topological 

space and i E 1. A II-fuzzy set U in X is an i-neighborhood of x 

in X if and only if there exists an open II-fuzzy set OEOI such 

that U(y) f cr(y) for every y E X and O(x) f i +. 

The concept of i-neighborhoods of x in (X, 0[, II) is the 

inverse image by k of the concept of neighborhoods of (x,i) in 

(XXI, K(Ol), 2). 

Hence, this notion of i-neighborhoods is easier for us to 

understand than the notion of neighborhoods in Warren [39] [40], 

Lowen [30] or Ghanim [8]. 

Next results are clear too. 
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Theorem. 2.3.2. Let (X, 01,11) be a II-fuzzy topological 

space. If, for each x E X and i E I, 'U'i (x) denotes the family of 

all i-neighborhoods of x, then the family { Vi (x) ! x E X, i E I} 

has the following properties: 

(N1) U(x) ~ i + for each UE Ui (x); 

(N2) if U1, U2 (; 7Ji (x), then U1 /I. U2 f Ui (x); 

(N3) if U E Ui(x) and U ~ V, then VE. Ui(x); 

(N4) for each U E ZI. i (x) there exists W E Ui (x) such that 

U~ Uj(y) for each y and j for which W(y) ~ j+. 

Conversely, for any non empty set X, if the family 

{Ui(x)! xEX,iEI) is a family satisfying (N1)-(N4), then there 

exists a unique II-fuzzy topology Ol on X such that, for each 

x E X and i E I, 'Ui (x) coincides with the family of all i­

neighborhoods of x. 

Proposition 2.3.3. Let F be a fuzzy function from 

(X, 0l1,II) to (Y, 0(2,11) induced by f:X~Y. Then, F is fuzzy 

continuous if and only if f- 1 (N) is an i-neighborhood of x for 

every i-neighborhood N of f(x) and each XEX. 

From the general topological point of view, I-fuzzy .. 
topological spaces do not have good properties. II-fuzzy 

topological spaces are better. As we can think of the family of 

I-fuzzy sets as the quotient sets of the family of II-fuzzy sets, 

we investigate II-fuzzy topological spaces instead of I-fuzzy 

topological spaces. And if we must consider L-fuzzy topology, we 

should construct a fuzzy set whose truth value set is a special 

lattice with desirable properties like II. 
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2.4. Slice topology and Product theorem 

It may seem that II-fuzzy topological spaces are very similar 

to general topological spaces, for a II-fuzzy topological space 

has a representation space. However, they are quite different 

because the notion of involution in II-fuzzy sets, which would 

correspond to the notion of the complement in usual sets, is 

essentially different from it. It is clear that the notion of 

involution is the key to fuzzy set theory. There exists another 

difference between II-fuzzy topological spaces and general 

topological spaces, because of the definition of product spaces. 

In fact, this definition gives rise to difficult problems. 

Another product was defined in Hutton [19]. Butin II-fuzzy 

topological spaces, we can easily check Tychonoff theorem under 

Wong's definitions of product and compact. 

Let (X X I, K( un, 2) be the open representation space of 

(X, ()[, II). For each iEI, we denote the set {(x,i) !xfX} C X X I 

It is clear that 

(Xi, OLi , 2) is a topological space. 
i . 

The space (X ,at-, 2) will 

be called an i-slice space. 

Proposition 2.4.1. The following three conditions are 

equivalent: 

Then 

(1) (X, 0[, II) is fuzzy compact, 

(2) (XXI, K(01), 2) is compact, 

(3) (X 1 ,o-V, 2) is compact. 

Proof. (1 )==>(2). Let OJ ={G j ! jEJ} 

X = k-1 (X'XI) = k-1 ( U (G.!jEJ}) = 
jfJ J 

34 

be an open cover of X X I. 

V {k-1 (G.) !jEJ}. Hence 
jEJ J 



{k-1 (Gj )lj6J} is a fuzzy open cover of X. Since 

fuzzy compact, there exist finite k-1 (G jO )' • • • 

X = k-1 (G. ) V" 'Vk-1 (G. ). Therefore we have 
JO I n 

XXI = k(X) = k(k-1 (G. )V" ·Vk-1 (G. » 
J 0 I n 

=k(k-1 (G. ))V •• 'Vk(k-1 (G
J
• » 

JO n 

=G. u .•• v G. • 
JO I n 

This shows that OJ has finite subcover {Gj, ••. ,Gj }. 

(X, OZ, II) is 

,k-1 (G
j 

) s.t. 
n 

(2)==)(1). Similar to (1)==)(2) but in the converse way. 

(2)<==)(3). Trivial. 

Corollary 2.4.2. Let (Xj ' OL j , II) be a fuzzy compact 

space for each jEJ.· Then the product space n (X
J
., OlJ" II) 

jEJ 

is fuzzy compact. 

Proof. (X j ' O[j' II) is fuzzy compact for each jEJ 

<==) 1 1 (Xj , Olj , 2) is compact for each jEJ 

<==) n 1 1 (X. , (J[. , 
jEJ J J 

2) is compact 

<==) n (X., m., II) is fuzzy compact 
jEJ J J 

This was already proved by J.A.Goguen[10], but our proof 

using proposition 1 shown above is much easier. 

Let F be a fuzzy function from IIX to IIY induced by f:X~Y. 

We can define natural function fi:Xi--+yi by 

fi(x,l) = (f(x),i). 

Then, next proposition is clear. 
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Proposition 2.4.3. If F be a fuzzy continuous function from 

(X, 0l1,II) to (Y, 012 ,11), then fi is a continuous function 

(Xi, ~i,2) to (Xi, 0(/,2) for every if I. 

But the converse of this proposition is not true. 

Example. Let R be the set of all real numbers. For each 

r,s ER s.t. r<s, we define r S and rs functions from R to II by 

for x E R 

x < r 

r ~ x ~ s 

x > s 

x > s 

r ~ x ~ s 

x < r . 

And we define the II-fuzzy topologies 071 and 012 generated by 

the subbase 

:11 = { r+1 r , r-1 rl r E R} and 

J2 = { r+2 r , r-2rl r E R} respectively. 

Suppose f:R----t-R be identity function. Then, the fuzzy function F 

from (R, Ot2 ,II) to (R, 0i1 ,II) is not continuous. But, for each 

iE I, the function fi from (R, 0l2i, 2) to (R, 0l1i, 2) is 

continuous. 

We can define the following cardinal functions, the 

network weight, the Lindelof number and the cellularity, for 

every L-fuzzy space (X, 07, L). 
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nw( (x, (Jl ,L» = min( 10; II For any U fuzzy open in X, there 

exists ;/} c 7 s.t. V~ = u. } 

.i«X, (J[, L» = min( -rl For any OJ fuzzy open cover of X there 

exist !r subcover of 0;- s.t." I~ I ~ r; } 

c«X, OC, L» = min( 11 For every OJ disjoint family of non-

empty fuzzy open sets of X s.t. I~I ~-r}. 

These functions nw, 1 and c are generalized from those in the 

general topology. 

Theorem 2.4.4. Let (X, (Jl, II) be a L-fuzzy topological space 

and (Xi, mi, 2) its i-slice space. Then, 

1( (X, (Jl, II» = 1((X1 , or}, 2» and 

c«X,(J[, II) ) = c ( (XO, of, 2». 

Also, if nw«X, (J[, II» > t, then there exists an iOEI s.t. 

iO -.10 
nw( (X, (J[, II» = nw( (X ,UL , 2». 

Proof. Let 0; be a fuzzy open cover of X, d3r a subcover of 

0;. Then K(Cj-)(=(k(U) IUE-o/"}) is an open cover of XXI and K(6) 

(=(k(U)IUE-~}) is a subcover of K(7). ~1(=(k(U)!\X1IUE7}) is 

an open cover of X1, and fr1 (=(k(U) nX1 1UE t-}) is a subcover of 

~1. Conversely, if or is an open cover of X1, there exists ~ a 

fuzzy open cover of X s.t. V[ = oj. Therefore 1 «X, or, II» = 

n 1 1 .x,«X ,(JL , 2». In a similar way we can prove that c«X,Ol, II» 

1 ~ = c«X , (jC, 2». 
From the definition of nw, we can easily obtain that 

nw«X,Ol, II» ~ nw«Xi , rt-, 2» for every iEI. 

g(Ui ) = (x,j)l(x,i)EUi and j<i}EM(X)CP(XXI), 

For Ui C Xi, let 

and be 

the family (k-1 (g(Ui »IUi E- mi for any iEI}. Then for every 
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fuzzy open set U there is a subfamily ct of 0; s. t. V c& = U. If, 

for everyiEI, nw«X,OI, II» )nw«Xi,ot, 2», wemusthave 

nw«X,Ol, II» ) 10;;1. It is a contradiction. 

2.5. Relation between general topology and II-fuzzy topology 

In relation to II-fuzzy topological spaces, we can con-

sider various concepts that we consider in relation to I-fuzzy 

topological spaces. In most cases, they are easier to consider 

than those in I-fuzzy topological space. In this section, we 

consider the concept which corresponds to the functions ~ and cu 

in R.Lowen [25]. 

Let (X, OI, II) be a II-fuzzy topological space, then we can 

consider ati (if I) introduced in section 2.4 as topologies on X. 

We define -z,( (Jl) as the topology generated by U mi. 
iEI 

Let (X, m, 2) be a general topological space, then for U E en, 
we define U[i] E IIX (i E I) by 

U[i] (x) ={i+ (x E U) 

0- (x ¢ U) • 

We define U;(Qi) as the II-fuzzy topology generated by 

{U [i] E IIX 1 U E en, i E I} • 

We can easily check t (w(ot»= (JL for every topological space 

(X, Ql, 2). For a II-fuzzy topological space (X, ~,II), we say 

that (X, at, II) is topologically generated when W (1,( m) )=07. 

For an order pr~serving function g from I to I, let G be the 

function from II to II, defined by 
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We say that G is a sign and order preserving function. 

Theorem 2.5.1. Let (X, or, II) be a II-fuzzy topological 

space s.t. i+X E az for every HI. The space (X', oz., II) is 

topologically generated if and only if, for each sign and order 

preserving function G:II---rII and UE-OZ, GeUEor. 

Proof. Let (X, or, II) be topologically generated. Since 

UEm can be written as U = U (Ui[i]), 
iEI 

we have GoU = 

U (Ui [ g ( i) ]) . From UiE OCic L(Ol) and g(i) E I, we see that 
HI 

Ui[g(i)]EW(t(OI)). Thus we have GoUEw(~«n))=07. 

Conversely, let GoU E VI for each sign and order preserving G and 

Uf(J[. For every VEClLi , there exists a UE m s.t. Ui = V. Let G 

be the sign and order preserving map s.t. G(i+) .+ From = J . 
GeU E (J[, we see that (FoU)j E mj. Hence (F oU) j = Ui E m-j , and 

therefore we have VE mj 
L • This indicates that (}[i = (7) for 

every i,j E I. Consequently the space (X, 07, II) is topologically 

generated. 

Since every continuous function from Ir to Ir in R.Lowen[25] is ~ 

an order preserving function from I to I, this theorem correspond 

to theorem 2.2.2. in R.Lowen[25]. 
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2.6. II-fuzzy linear topological spaces 

In this section, we use II-fuzzy topologies which contain 

all the constant fuzzy sets. (Lowen adopt only this type as fuzzy 

topology set in [25].) One of the reasons for doing this is to 

make sure that the topology of such a space is translation 

invariant. This assumption is not necessary but sufficient. So, 

we don't adopt Lowen's definition of fuzzy topology in section 1. 

Let E be a vector space over K, where K is the field of 

either the real numbers R or the complex numbers C. 

Let f ExE~E (x ,Y)l"--7x+y , 

g K X E~E (k,x)~kx, 

be the vector addition and the scalar multiplication in E. 

If ~ is a II-fuzzy set in K and A, B are II-fuzzy sets in E, 

then we denote F(A x B) (F is the fuzzy function induced by f) by 

A+B and G( eX X A) (G is the fuzzy function induced by g) by exA. 

Then we have, 

(1) (A + B) + C = A + (B + C); 

(2) ((t}A)(x) = A(x/t) (t ~ 0); 

(3) ({O}A) (x) = 1 0- (x ~ 0) 

VA(y) (x=O) 
YEE 

From now on, we denote {t}A by tA, A+{x} by A+x. And for brevity, 

we use f (instead of F) for function induced by f. 

Let E and F be vector spaces over K. And let f be a linear 

map from E to F, we have, 

(4) f(sA + tB) = sf(A) + tf(B), 

specially, teA + B) = tA + tB; 

(5) f-1 (tB) = tf-1 (B) (t ~ 0); 
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(6) A + ••• + A ~ B 
L--y----' -

n terms 

1 A ~ n B. 

A II-fuzzy set A in E over K is called balanced if tA ~ A for 

each scalar t with It I ~ 1. A is balanced if and only if A(tx) ~ 

A(x) for each t with It I ~ 1. Hence, A(O) ~ A(x). 

A II-fuzzy set A in E over K is call r-absorbing if V kA ~ 
k>O 

+ r • 

Definition 2.6.1. A II-fuzzy linear topology on a vector 

space E over K is a II-fuzzy topology (containing all the 

constant fuzzy sets) such that the two mappings 

+ : EXE--'>E (x,y)~x+y 

(t,x)~tx 

are fuzzy continuous when K is equipped with minimum II-fuzzy 

topology which includes the usual topology and all the constant 

fuzzy sets, and K X E, E X E have the corresponding product fuzzy 

topologies. We denote the the family of all i-neighborhoods of 

t E K by Vi ( t) . 
A linear space with a II-fuzzy linear topology is called a II-

fuzzy linear space or a II-fuzzy topological vector space. 

Let E be a II-fuzzy topological vector space. Then the maps 

f f(x) = tox (toEK, to 1: 0) 

g g(x) = x + Xo (XOEE) 

are topological homeomorphism. 

Furthermore the sum of open fuzzy set and any fuzzy set is again 

an open fuzzy set. (See Katsaras [22].) 

Example 2.6.2. Let (R, 0I,2) be a usual topological spaces. 

We define the It-fuzzy topological spaces (R,OI#,II), where. Dl# 
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is the II-fuzzy topology on X generated by the subbase 

xfA 

We denote (R, ~#,II) by E, then the two mappings, 

f : E XE---'"E (x,y),~x+y and • : RXE-7E (r , x ) J--.? rx 

are fuzzy continuous. 

But, the fuzzy topology 0[# on E is not translation invariant. 

Therefore, we use II-fuzzy topologies which contain all the 

constant fuzzy sets. 

Proposition 2.6.3. Let A be an i-neighborhood of Zo = xo + Yo' 

i.e. AEUi(zO) and Zo = Xo + yO' in a II-fuzzy topological vector 

space E. Then, there exist A1fV-i(xO) and A2 E7)i(YO) such that 

A1 + A2 ~ A. In case xo = yo = 0, there exists BE Ui(O) such that 

B + B ~ A. 

Proof. Since the map + : EX E---+E, (x,y)t--+x+y is 

continuous, the proof is obvious. 

Proposition 2.6.4. In a II-fuzzy topological vector space E, 

if AE 7J.i (0), then there exists BE 1J.i (0) such that B is balanced 

and B ~ A. 

open. 

Proof. Without loss of generality, we may assume that A is 

The map g : K XE-7E, g(t,x) = tx is continuous. 

i+, there exist o(EYi(O) and DE Zti(O) 

Since 

such 

that ~ X D ~ g-1(A). From the definition of fuzzy topology on K, 

there exists 0 > 0 such that {teKI It I ~ cS} c (tEKI C>«t) ~ i+}. 

Now, let C = A 1\ D II i + E ?Ii (0). If I t I ~ & then 
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A ( tx ) = g -1 (A) ( t , x ) ~ (rA x D ) ( t , x ) ~ (ex' XC) ( t , x ) = eX ( t) 1\ C ( x) = 

C (x) • 

Then we take B = 8 C. 

Proposition 2.6.5. Let A be an i-neighborhood of 0 in a 11-

fuzzy topological vector space E. Then, for every xO€E, there 

exists tOEK such that tOA(xO) ~ it. 

Proof. Let f : K XE---;.E, f(t,x) tx. Since f is 

continuous and f(O,xO) = 0, f-1 (A) is an i-neighborhood of 

(O,xO). f-1 (A)(0,xO) ~ it. Hence there exist ci.fYi(O) and 

BE Ui (xO) such that rX X B ~ f-1 (A). 

From the definition of fuzzy topology on K, there exists 6 > 0 

such that 4 ~ ex', where, 

;3 (t) = {i + (I t I < 0) 

. 0- (I t I ~ $). 

Clearly, /JJ.B ~ f-1 (A). 

If It I < 5, A(txO) = f-1 (A) (txO) ~;e(t)A A(xO) ~ 

tOA(xO) ~ i+ for to with 0 <11/tol < S. 

C. Omoto proved the following 

.+ 
~ . Therefore, 

Theorem 2.6.6. Let E be a II-fuzzy topological vector space 

over K, and Z(i(O) be the family of all i-neighborhoods of 0 for 

iE[0,1]. Then 21 i (O) has the following properties: 

(1) every constant fuzzy set jx with j ~ i+ belongs to 

Ui(O). And A(O) ~ i+ for each AEZti(O); 

(2) if A1 , A2 E Ui (0), then A1 "A2 E Ui (0); 

(3) for each AE Ui (0), there exists B EUi (0) which is 

balanced with B ~ A; 

(4) for each A E?J.i (0), there exists BE Vi (0) such that B + B 
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~ A; 

(5) let AEIIE, if there exists BE Ui(O) with B ~ A, then 

AEUi(O); 

(6) let AE Ui(O) and xOEE, then there exists a positive 

number 8 such that A(txO) ~ i + for all I t I < S. 

Conversely, if {U'i(O)}iE[O,n is a family of families of II­

fuzzy sets in a vector space E over K satisfying (1)-(6), then 

there exists a unique II-fuzzy linear topology m on E. 

Proof. It is clear that 7Li (0) has the property (1 )-(6). 

Conversely let {Ui(0)}i~[0,1] be a family satisfying 

(1 )-(6). For A E ?J.. (0), from (3) and (4), there exist sequence 
~ 

(An) such that Anfl{i(O), An is balanced, A1 = A and An+1+An+1 

~ An. Since An is balanced, An(O) ~ An +1 (0) ~ i+, A(O) ~ A1 (0). 

-00 00 00 n 
Let B be L: An' where L: An = V L: Ak • Then, BE l{i (0). 

n=1 n=1 n=1 k=1 

We need to show that, if B(xO) f j+ then B-xOE ~j(O). Since 

j+ F \!{qlq<j+J, there exist An and nOE N such that 

(f! An) (xO) f j+, (~An)(O) f i+. Now, 
n=1 n=1. 

Hence, 

B(x) ~ (A1 + A2 + • • • + An + An +1 ) (x) 

= \! [(A1 +A2 +··· + An )(y)AAn+1 (z)] 
x=y+z 

~ (A1 + A2 + ••• + An)(xO) A An +1 (x-xO) 

f (j+A An +1 )(x-xO)· 

So, j+ A An+1 ~ .B-xO. From j+J\ An+1 E Uj(O) and (5), B-xOE Uj(O). 

For each x E E, let Ui (x) = { x+A I A E Ui (O)}. It is easy to see 
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that the family {1(i(x)liEI, xEE} has the properties (N1)-(N4) of 

theorem 2.3.2. Therefore, there exists a unique fuzzy topology or 
on E. It is easy to see that (Jl is translation invariant. 

It remains to prove that the mappings + and are 

continuous. 

Continuity of sum: 

Let the map f:EXE-...E, f(x,y)=x+y. If DE Ui(xO+YO)' 

then there exists AE Ui(O) such that D = Xo + Yo + A. From (4), 

there exists BE' Vi (0) such that B + B ~ A. So, (xO+B) x (YO+B) 

~ f-1(xO+YO+A). Hence f is continuous. 

Continuity of scalar multiplication: 

We must show that, if AEl{i(O) then tAEZti(O) (t~O). Let A be 

balanced. When Itl~1, the result is clear. Let Itl<1. For n such 

that 2-n < I t I, there exists BE ZLi (0) such that 

+ •• • + B.I ~ A. B + B 
'-'----""v"'" 

2n 

Hence B ~ 2-nA. So tA = 2nt2-nA ~ 2n tB ~ B. 

Therefore tA E 7J.i (0) • 

Let the map g: KXE~E, g(tx) = tx. And let (to,XO)EKXE,! 

From (3) and (4), there exists a balanced 

set BE Ui(O) such that B + B + B + B ~ A. Since B is balanced, B 

~ B + B. Hence B + B + B ~ A. From (6), there exists bE(0,1] 

such that 

Let 

It I ~ b. 

(to ~ 0) 

(to = 0) 

< It I < S) 

< It I ~ b). 

Then C is balanced, C E Ui (0) and eX E Yi (0) • 

If D = (to+O() x(xO+C), then DE14.(tO'xO). We need to show that 
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cX(t-to ) 1\ C(x-xo) ~ !(tx) = A(tx-toxO) 

When It-tol ~ S, it is obvious from ~(t-tO) = O. Let It-tol < S. 

We have tx-tOxO = to(x-xO) + (t-tO)xO + (t-tO)(x-xO). 

Then, B(tO(x-xO)) ={(B/to) (x-xO) ~ C(x-xO) (to -:j:- 0) 

B(O) f C(x-xO) (to = 0). 

Hence, B(tO(x-xO)) ~ C(x-xO) ~ D(t,x). 

Similarly, from It-tol ~ 5, 
B((t-tO)xo ) ~ i+ ~ (t-to ) ~ D(t,x). 

Since B is balanced, 

B((t-tO)(x-xO)) f B(x-xO) 

~ C(x-xO) 

f D(t,x). 

Hence, A(tx-toxO) = A(tO(x-xO) + (t-tO)xO + (t-tO)(x-xO)) 

f B(tO(x-xO)) 1\ B( (t-tO)xO) 1\ B( (t-tO) (x-xO)) 

~ D(t,x). 

Therefore g is continuous. 

Definition 2.6.7. A sequence of fuzzy sets '1j = (Un) is 

called a fuzzy string (abbreviate string), if 

(0) Un(O) E I+ and Un(O) = Un+1 (0) for all nE N, 

(1 ) every Un E 1) is balanced, 

(2) every Un is weak absorbing, that means U n is Un(O)-

absorbing, 

(3) (Un) is summative, that means Un+1 + Un+1 ~ Un 

for all n E N. 

Un is called the n-th knot. 

If 1j =(Un) and V =(Vn) are strings in E and t E K, we define 

t 9J =" (tU ), n 

'lJ+V= (Un + Vn ), 
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u (\2[= (UnnVn )· 

V + 1{ is called the sum and CU f\?( the intersection of the 

strings U and V. Of course CU + 2(, 'U n V and tV (t f; 0) are 

again strings in E. 

Corollary 2.6.8. Let ~ be a set of strings in a vector 

space E, then finite intersections of the knots of the strings in 

generate a unique fuzzy linear topology. 
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3. IQ<M>-fUZZY SET AND PARTICLE. 

3.1. IQ(m)-fuzzy set 

When we apply the fuzzy theory to various fields, we often 

adopt the unit interval I (that is, [0,1]) as the truth value set 

of the fuzzy sets (see [44], [33] and [3]). Why do we adopt the 

set I as the truth value set? The reason may simply be that I is 

a totally ordered continuum in which operations like algebraic 

operations such as addition and multiplication are built-in. It 

is natural to define "all" by 1 and "nothing" by 0, and anything 

in between by a number between 0 and 1. However, for construc­

ting a mathematical system where we can formulate our problems in 

a better way, we may have to consider more suitable truth value 

sets. For example, as is shown in [12], [19], [27] and [7], it is 

not easy to introduce the concept of compactness using I-fuzzy 

sets in general topology. On the other hand, the notion of L­

fuzzy sets defined in [10], where L is a general completely 

distributive lattice with involution, is too abstract and general 

for some applications. Our aim is to construct fuzzy sets that 

are at the same time suitable for various applications and 

mathematically easy to deal with. 

Since the uni t interval I plays an important role in fuzzy 

sets, it is desirable that a truth value set L has the following 

two properties: 

(1) L includes I as a sublattice; 

(2) there is a suitable equivalence relation R such that 

the quotient lattice L/R is lattice isomorphic to I. 
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The two arrow set II introduced in chapter 2 is an example 

of the set satisfying the above conditions. 

Let X be an ordinary set, and P(X) the ordinary power 

set. For A, BE- P(X), we denote the symmetric difference 

(AnBC) U(ACnB) by A.6B. Then, P(X) is an Abelian group 

relative to to.. That is ; 

(0) if A, B ~ P(X), then A fj B t: p(X) , '-

( 1 ) (A 6 B) D C = A to. (B to. C) , 

(2) A 6 ¢ = ¢ L A = A (¢ is the unity element), 

(3) A 6 A = ¢ (A is the inverse element of itself), 

(4) A 6 B = B D A. 

A natural question arises. Can we extend this operation to the 

family of fuzzy sets? In the family of I-fuzzy sets, if we 

define ALB = (A" B/) V (A" " B), then IX does not form a group 

relative to L. Even if we define (A::) B) (x) = !A(x) - B(x)!, IX 

is not a group under e. It is difficult to find a simple 

operation which is an extension of the symmetric difference in 

the family of I-fuzzy sets, by which the family becomes an 

Abelian group. The above mentioned difficulties also occur in 

II-fuzzy sets. Hence, it is natural to look for truth value set L 

lying between I and II such that LX forms an Abelian group under 

a simple operation. Indeed we show that there exists a family of 

truth value sets L with: 

(1) II~L~I as sublattice; 

(2) there are suitable easy equivalence relations R1 and R2 

such that II/R1 is lattice isomorphic to Land L/R2 is 

lattice isomorphic to I; 
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(3) LX form an Abelian group under a simple operation. 

For a fixed natural number m, let Q<m> be the set 

(k/mn E I I n EN, kEN such that o < k < mn ).- We denote 

+ + + -(x E I Ix E Q<m» by Q<m> and (x- E I-Ix E Q<m» by Q<m>. Then, 

the set 1- v Q~m> by IQ<m>. The following results are immediate. 

Proposition. 3.1.1. IQ<m> is a sublattice of II. 

Proposition. 3.1.2. I is a sublattice of IQ<m>. 

Proof. Regard 1- as I. 

Proposition. 3.1.3. Let R1 be the equivalence relation in 

II such that x-rvx+ for every x EI-Q<m>" Then, II/R1 is 

isomorphic to IQ<m>. 

Proposition. 3.1.4. Let R2 be the equivalence relation in 

IQ<m> such that x-",x+ for every XE-Q<m>" Then, IQ<m>/R2 is 

isomorphic to I. 

We define the operation / from IQ<m> to IQ<m> by 

(x+/ (1-x) - E Q(m> for + + 
= x f Q<m>· 

(x-{ + + 
x- E- Q(m> = (1-x) E Q<m> for 

(x-)/ = (1-x)- f I--Q(m> for - E- 1--Q(m> " x 

Since the operation I has the involution property, the set 

IQ<m> is a completely distributive lattice with involution. 

Remark Let f be the canonical injection from I to IQ<m>' 

and g be the canonical projection from IQ<m> to IQ<m>/R2" Then, 

f(a!) :f [f(a) ( for aEI. But g(b') = [g(b) t for bEIQ<m> and 

g(f(a/)) = g([f(a)]/) = [g(f(a))]1 for afI. Let h be the 
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canonical injection from IQ<m> to II, and k be the canonical 

projection from II to II/R1 • Then, h(a/) # rhea)]' for aEIQ<m>' 

But k(b') = [k(b)]/ for bEll and k(h(a')) = k([h(a)]/) = 

[k(h(a))]1 for aEIQ<m>' Hence, the involution in.IQ<m> stated 

above is natural. 

Let Z N be m the set 

an E (O,1, ••• m-1}, nEN. 

lexicographically. Thus 

of infinite sequences 

The order in 

for any two elements 

a = 

Z N 
m 

a, b E 

(an)' where 

is defined 

N 
Zm' a > b 

if there exists n such that a1=b1 , a2=b2 , ••• , an=bn but 

an+1>bn+1 • 

Theorem. 3.1.5. ZmN is lattice isomorphic to IQ<m>' 

Proof. 

otherwise. 

Then, f is a isomorphism from 

Therefore, IQ<m> inherit algebraic properties from Z N. 
m 

Zm forms an Abelian group under usual addition + modulo m. This 

induce an operation ~ in ZmN defined by (a) ~ (b ) = (a + bn ). n n n 
It is easily seen that (Z N, ~) forms an Abelian group. Hence by m 

the isomorphism given in Theorem 1, IQ<m> forms an Abelian group 

under the induced operation: (A e B)(x) = A(x) ~ B(x). 

Hence we have, 

Theorem 3.1.6. There exists an operation on the family of 

IQ<2>-fuzzy sets, which is an extension of symmetric difference, 

by which the family forms an Abelian group. 
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3.2. Particle 

The concept of fuzzy points was defined in [43]. However, it 

causes some problems (see [13J). We introduce another new 

approach to the concept of points. In our real world (in 

physics), "point" is an imaginary concept to indicate a position. 

It does not exist in material world. On the other hand, we found 

out (or thought out ) "atoms" and "elementary particles" as 

constituent elements of matter. We introduce the concept of 

"particles" in fuzzy spaces in the same manner. This is not the 

extension of the concept of the usual "point" but the extension 

of the concept of the usual "one-point-set" as a minimal set. The 

concept of "one-point-set" in usual space has at least two 

properties. One is "any set can be represented as the union of 

one-point-sets". The other is "every one-point-set cannot be 

represented as the union of other one-point-sets". We construct 

"particles" with these properties. 

Let S be a non-empty subfamily of LX, R a subfamily of S. 

We say that R (subset of S) is a particle family of S (in LX) if 

the following two conditions are satisfied: 

(P1) for any seS, there exists a subfamily RO of R s.t. s= VRO 

(that is R is a base of S), 

(P2) if reR, then r~ VSO for any subfamily So of S-{r}. 

The condition (P1) means "any set can be represented as the 

union of one-point-sets". The condition (P2) means "every one­

point-set cannot be represented as the union of other one-point-
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sets". We call an element of R a particle of S. When RO=¢' we 

have V RO = OX' and from the condition (P2) we see that Ox 1: R. 

We can define the co-particle as the dual concept of the 

particle. We say that R is a co-particle family-of S (in LX) 

if the following two conditions are satisfied: 

(CP1) for any SES, there exists a subfamily RO of R s.t. s= 1\ RO 

(CP2) if r~R, then rl /\SO for any subfamily So of S-{r}. 

We call an element of R a co-particle of S. If R is 

particle of S, then {r/lrfR} is a co-particle of {s/lsES}. 

Proposition 3.2.1. 

it is unique. 

If there exists a particle family of S, 

Proof. Let Rand Q are particle families of S. Suppose there 

exists A E Q s.t. A ~ R. Then from the property (P1) in R, the A is 

written in the form A = \lRo where RO is subfamily of R. But 

this contradicts the property (P2) of Q. SO every element of Q is 

in R. We can prove that every element of R is in Q in the same 

way. 

Proposition 3.2.2. If there exists a co-particle family of 

S, it is unique. 

The proof is similar to that of the proposition 3.2.1. 

In the sequel, we write the particle family of S by SP, the 

co-particle family of S by Sp. 
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Example 1. Let L = 2. The particle family (2 X)P is the 

family of the all one-point-sets of X (i.e. {{x} I x EX}), and the 

co-particle family (2X)p is the family {X- {x} I x EX}. 

Example 2. Let L=II. Let Py be a II-fuzzy set defined by 

Py(x) ={p+ x=y 

0- X=fy. 

The particle family (IIX)P is {Py I 0 ~ p ~ 1, Y E X}, and the co­

particle family (IIX)p is {(Py)' I 0 ~ p ~ 1, y EX}. Similarly, 

the particle family (IQ<m> X)p is {py I p E Q<m>' y E X}, and the co­

particle family (IQ<m> X)p is {(Py)" I p f Q<m>' y E X}. 

It is not always true that the particle family and the co­

particle family of LX exist. 

Example 3. When L = I, the particle family and the co-

particle family of LX do not exist. 

Example 4. When X = L = I, let Cy be a I-fuzzy set defined by 

x < y 

x f y, 

Next, we describe how to construct a particle. Let S be a 

non-empty subfamily of LX. We define S# = {AESIA>/\{BESIB<A}} 

and S# = {AESIA<V{BESIB>A}}. 

Proposition 3.2.3. If there exists the particle family of 

S, then sP = S#. 

Proof. Suppose A E SP, then can not be written as a union of 

subfamily of S-{A}, by the condition (P2). Hence A> \/{BESIB<A}, 
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and so A E S#. Conversely, suppose that there exists an A E-S# s.t. 

Art Sp. By the condition (P1), there exist a subset {B j } of 

s.t. A = V Bo. Then BJo/lA < A and V (Bot-A) = (V BJo)"A = A. 
jEJ J jEJ J jEJ 

That is, V{(BjAA)ESI (BjAA) < A) = A. It is a contradiction. 

Proposition 3.2.4. If there exists the co-particle family 

of S, then Sp = S~. 
/I 

The proof is similar to that of the proposition 4.1. 

Corollary 3.2.5. If there exists the particle family of LX, 

then (LX)P = (LX)#, and if there exists the co-particle family of 

X X then (L )p = (L )#. 

For an L-fuzzy topological space (X,~, L), let KO be 

the set {AE LX I A = V /\Bl.0Jo where Bl.0JoE (Jl. or (Bl.0Jo)"E OL), K*O 
iEIjEJ 

be the set {A E LX I A = I:JBj where Bj E OL or (B j {E m- }, K1 be 
J -

the set {A f LX I A = V /\ Bo 0 where BiJo Eat}, and K*1 be the 
iEIjEJ l.J 

set {A E LX I A = /\B 0 where BJo E aL} • 
jcJ J 

Proposition 3.2.6. (X, O[,L) is TO if and only if LX = KO. 

(X, Ql,L) is T1 if and only if LX = K1 • (The definitions of TO 

and T1 are given in section 0.4.) 

Proof. It is obvious. 

Proof. Suppose that there exists an A E- (KO)# s.t. A ¢ (K*O)#. 

From A E KO' there exist Bo 0 E (JL V 07: s.t. A = V /\ Bo o. Since 
l.J i~IjEJ l.J 
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A > (BEKOIB<A), there exists a JOCJ s.t. A = 1\ Bj . 
jEJo 

Hence 

A E K*O. From A ¢ (K*O)#' we have 

A ~ V(B KoIB<A), which leads a 

A ~ V(B K*oIB<A). By K*OCKO' 

contradiction. (KO)# C (K*O)#. 

that there exists an AE(K*O)# s.t. Conversely, suppose 

At/:(KO)#. From A'/(KO)#' 

V Bi where Bi E K*O' and 
in 

A = V (BEKOIB<A). We can write B 

hence A ~ \/(BEK*oIB<A). It is 

= 
a 

contradiction. Hence, (KO)# =' (K*O)#· Therefore (KO)# = (K*O)#· 

Similarly, we can prove (K 1 )# = (K*1)#· 

Proposition 3.2.8. If (X,07,L) is TO' then (LX)# (K*O)#· 

If (X, m,L) is T1 ' then (LX)# = (K*1)#· 

proof. It follows from Proposition 3.2.6 and Proposition 

3.2.7. 

Theorem 3.2.9. Suppose (X, O:,L) is an L-fuzzy topological 

space, and there exists the particle family of LX. Then (X, 07 ,L) 

is TO if and only if (LX)P = (K*O)#' Also (X, Ql,L) is T1 if and 

only if (LX)P = (K*1)#. 

Proof. By Corollary 3.2.4 and Proposition 3.2.8. 

This theorem indicate particles of spaces which are TO space 

can be constructed by open and closed sets, particles of spaces 

which are T1 space can be constructed by open and sets. 

Let LX be the family of L-fuzzy sets of X, LY be the family 

of L-fuzzy sets of Y. Suppose there exists the particle 

families of LX and LY. (LX)P and (LY)P are ordered sets. 
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Proposition 3.2.10. If f is a order preserving function 

from (LX)P to (LY)P, then we can define a fuzz relation F from 

LX to LY by: 

F(A)= V f(A.) 
j EJ J 

for any AfLX, where A=VA., A.E(LX)P. 
jEJ J J 

Proof. If V A. = VB., 
iEI ~ j EJ J 

such that Ai ~ B., since 
- Ji 

Hence f(A.) ~ F( \lB.). And so 
~ - jEJ J 

F( V A.) = F( VB.). 
i EI ~ j EJ J 

57 

there exists a ji 

a particle for each i E I, 

F(VA;) ~ F(\lB
J
.). 

if I ... jEJ 
Therefore 
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