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Introduction 

This thesis is research on constant mean curvature (CMC) surfaces in the 
three-dimensional space forms, ]R3, 8 3 and H3. These three space forms are the 
unique complete simply-connected three dimensional Riemann manifolds of constant 
sectional curvature 0, 1 and -1, respectively. 

Constant mean curvature surfaces are of interest to us because they have a clear 
physical interpretation as models for soap films. Let us consider a smooth surface 
f immersed in one of the three-dimensional space forms ]R3 , 8 3 or H3 . Defining H 
to be the mean curvature of f , we say that f is a constant mean curvature surface 

FIGURE 1. Delaunay surfaces in ]R3 , 8 3 and H3 . 
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if H is constant on ]. Soap films have the property of attaining the least area 
with respect to the fixed volumes they bound, and are examples of CMC surfaces. 
Mathematically, H being constant implies that compact portions of the surface] 
are critical values for boundary-preserving, volume-preserving variations. 

The sphere is a simple example of a closed CYrC surface. For a long time, there 
were no known closed CYrC immersions apart from the sphere, and Hopf asked if 
such surfaces could exist. It was plausible to believe there were no other surfaces, 
because: 

(i) Hopf showed that the only genus-zero closed CMC surfaces in ]R3 are 
spheres. 

(ii) Alexandrov showed that the only embedded closed CMC surfaces in ]R3 

are spheres. 

However, Wente [67] showed existence of closed immersed CMC tori in 1984, an­
swering Hopf's question and leading to renewed interest in the field. Triggered 
by Wente's work, Pinkall, Sterling, and Bobenko found effective ways to construct 
CMC surfaces that include all CMC tori [49]' [5], [6]. 

The works just mentioned are also indirect triggers of the work by Dorfmeister, 
Pedit and Wu [21]. And in turn, [21] is the primary basis upon which the work 
in this thesis is founded. The method in [21] is close in philosophy to Enneper­
WeierstraB representation for minimal surfaces, so before saying more about [21], 
let us first mention that representation. Minimal surfaces are the special case of 
CMC surfaces with H = 0, and physically can be interpreted as CMC surfaces that 
do not trap pockets of air (unlike the sphere). 

The classical Enneper-Weierstrafi representation. The classical Enneper-WeierstraB 
representation for minimal surfaces in ]R3 can be formulated as follows: 

RelZ (~](1- g2), U(l + g2),]g) dz, 
ZO 

where] (resp. g) is a holomorphic (resp. meromorphic) function on a simply­
connected domain 1) c C, and Zo is some base point on 1). By this Enneper­
WeierstraB representation, minimal surfaces have been intensively studied using 
complex function theory. 

The generalized Weierstrafi representation. On the other hand, for non-minimal 
CM C surfaces such a representation formula had not been known, i.e. a formula us­
ing holomorphic and meromorphic functions. In the late 1990's, Dorfmeister, Pedit 
and Wu formulated a "generalized WeierstraB representation" for harmonic maps 
into k-symmetric spaces. It is well known that the GauB map of a CMC surface 
in ]R3 is a harmonic map [52]. Therefore the generalized WeierstraB representation 
formula holds for CMC surfaces, and it is an analogue to the Enneper-WeierstraB 
representation for minimal surfaces. 

Let us now.describe the method of Dorfmeister, Pedit and Wu in more detail. 
According to [21] one can construct every non-spherical CMC-immersion of mean 
curvature H i= 0 from a simply connected domain 1) C C into ]R3 in four steps as 
follows: 
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Step 1: Choose any holomorphic 2x 2-matrix differential form 7) = A(z, A)dz, 
of which the diagonal elements are even functions of A E C* , and the off­
diagonal elements are odd functions of A E e , and the powers of A are 
2: -l. Assume detA_ l =I- 0, where A-I is the coefficient matrix of the 
A -1 term of 7). 

Step 2: Solve the ODE dC = C7). 
Step 3: Perform an Iwasawa splitting: C = FW+, where F = F(z, z, A) is 

unitary for all z E 1), A E §l, and W+ has a Fourier expansion relative 
to A without negative exponents. 

THEOREM 0.1. ([21]) F is, for every fixed A E 51, a frame of some 
immersion of constant mean curvature H =I- O. 

Step 4: Form ljt).. (z) = - 2k { (fltF) F- l + ~ F (6 ..91 ) F- l 
} (the Sym-Bobenko­

Formula). Then ljt).. is a CMC-immersion of mean curvature H =I- 0 from 
1) to IR3 ~ su(2). Moreover, every CMC-immersion of mean curvature 
H =I- 0 different from a Riemann sphere §2 can be obtained this way. 

Obviously, the procedure outlined above leads invariably to a CMC-immersion. The 
only variable input parameters are the choice of 7) and the initial condition for C. 
If one has a certain CMC-immersion in mind, then if 7) is chosen "right", one can 
choose the initial condition C(zo, A) = Id, where Zo E 1) is some fixed "base point". 
In general, however, one does not know precisely what 7) to choose. Therefore, one 
chooses 7) "of reasonable shape" and makes additional "adjustments" via the initial 
condition of C, to finally construct an immersion with specifically desired properties 
[16]' [15]. We call 7) defined in Step 1 "holomorphic potentials". 

At any rate, the choice of 7) is important. It has been known since [21] that one 
can replace the holomorphic differential form 7) by some meromorphic differential 
form E, of the form E, = A-I t , where t is meromorphic on 1). Moreover, if the initial 
condition at some base point Zo E 1) is C(zo, A) = Id, then there is a bijective 
relation between the "normalized potentials" E, = A-It and the CMC-immersions 
(=I- §2 and H =I- 0) from 1) into IR3. 

For lloll-compact .'vt it has been shown in [16], [15] that the C2\fC-immersions 
from M to IR3 can be obtained by the generalized WeierstraB representation outlined 
above from a holomorphic potential 7) on M, which is invariant under the funda­
mental group 1T1 (M) Y Aut(1»), i.e., from a holomorphic differential (l,O)-form 
well-defined on M. 

Global behavior of CMC surfaces. We mentioned, just above, a convenient 
property in the case that M is non-compact, that is, that 7) can be chosen to be 
well-defined on M. This well-definedness of 7) is useful for studying the global 
behavior of C:vIC surfaces, so let us assume that M is non-compact, and then now 
move to the global study of CMC surfaces. (We remark that if M is compact, then 
7) is not a holomorphic differential on M, but rather a meromorphic differential 
on M, hut this is not immediately relevant to the present discussion.) In Step 3. 
solving the initial value problem 

(0.1) dC = C7), C(zo) = Co 
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yields a solution C and corresponding monodromy representation depending on 
A. Let Mo be a monodromy matrix corresponding to some deck transformation 
6" E 711 (M). If the monodromy matrices Nh satisfy, for all deck transformations 
6" E 7IdM), the following three conditions 

(0.2) 

(0.3) 

(0.4) 

Mol~p E SU2 , 

MolAO = ±Id, 

dAMOIAO = 0, 

then the resulting associated family P AO defined in Step 4 factors through the fun­
damental group 711 (M) at Ao and we thus have a CMC immersion f : M --+ ffi.3. 

In Equation (0.4) and throughout this work we denote by d_ the derivative with 
respect to the subscript, which we omit in the case of the exterior derivative on 
the Riemann surface, as in (0.1). Condition (0.3) removes the rotational periods 
while (0.4) removes the translational periods, and both can be ensured by prop­
erties on TJ. The condition (0.2) is harder to satisfy and makes use of varying the 
initial condition Co. These three conditions have been used in a number of papers, 
starting with the work of Dorfmeister and Haak [16) and later by the author and 
others while investigating CMC immersions of the n-punctured Riemann sphere, 
the so called n-Noids [36], [39) and [55]. (Another separate approach to studying 
embedded CMC 3-Noids can be found in the work of GroBe-Brauckmann, Kusner 
and Sullivan [26].) 

Therefore we have the first aim of the present thesis as follows: 

• The global existence of constant mean curvature surfaces in 3-dimensional 
space forms via generalized Weierstrafi representation. 

Bianchi and Darboux transformations. One of the central topics in 19'th cen­
tury differential geometry was the transformation theory of surfaces. The best 
known example is perhaps the Backlund transformation for constant negative curva­
ture (CN C) surfaces in Euclidean 3-space ffi.3. Originally, a line congruence through 
a surface was said to be a Backlund transformation if there is another focal surface 
such that the congruence is tangent to both focal surfaces and the normal direc­
tions of the two focal surfaces keep a constant angle to each other. The existence 
of a Backlund transformation characterizes the negative constancy of Gaussian cur­
vature. Thus, there does not exist a line congruence with Backlund property for 
surfaces of constant positive curvature (CPC). 

Instead of line congruences with the Backlund property, 1. Bianchi [2] consid­
ered complexified line congruences for CPC surfaces. By two appropriate successive 
complex line congruences, Bianchi obtained a real CPC surface from a seed CPC 
surface. This transformation of a CPC surface is referred to as a Bianchi-Backlund 
transformation (see Definition 2.1). The Bianchi-Backlund transform of a real line­
which is regarded as a degenerate surface-is the surface of Sievert [56]. 

In [59], 1. S~erling and H. Wente studied Bianchi-Backlund transformations of 
constant mean curvature (CiViC) surfaces. Their starting point was that each CMC 
surface corresponds to a CPC surface (Bonnet transform, or parallel surface). In 
particular, they constructed iterated Bianchi-Backl und transforms of the circular 
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cylinder. The resulting CMC surfaces are called multi-bubbletons when they are 
periodic. 

One of the fundamental properties of CMC surfaces is that such surfaces are 
isothermic. Namely, on a region free of umbilics in a CMC surface, there exists an 
isothermal-curvature line coordinate system. Such a coordinate system is tradition­
ally called isothermic. 

In the field of conformal geometry, transformations of isothermic surfaces in 
terms of "sphere-congruences" were studied intensively in the 19'th century. Trans­
formations of isothermic surfaces defined by sphere-congruences which preserve the 
principal directions are called Darboux transformations (see D~finition 3.1). 

It is known that the hyperbolic sine-Gordon equation, which is the GauB equa­
tion of a CMC surface, is an integrable PDE. One of the most important features 
of integrable PDE's is that they have Soliton solutions, which are obtained by a 
"Backlund transformation". However the relation between this "Backlund trans­
formation" and the classical Backlund transformation via tangent line congruences 
as mentioned above has not yet been clarified. 

Thus we have the second aim of the present thesis as follows: 

• Characterizations of transformations of constant mean curvature surfaces 
in 3-dimensional space forms. 

Organization of this thesis. Chapter 1, Chapter 3, Chapter 4 and Chapter 5 
relate to the first aim, and Chapter 1 and Chapter 2 relate to the second aim. More 
precisely, the present thesis is organized as follows: 

Chapter l. 

Chapter 1 is based on the paper [40]. The bubbletons are CMC surfaces made 
from Backlund transformations (in Bianchi's sense) of round cylinders. They are 
shaped like cylinders with attached bubbles, thus they are called bubbletons [59], 
[65]. The parallel constant positive Gaussian curvature surfaces of bubbletons are 
well known, and as they were first found by Sievert [56], they are called Sievert 
surfaces. Bubbletons in ]E.3 have been closely examined by Kilian, Sterling and 
Wente [34]. [59], [65]. 

In Chapter 1, analogous to Delaunay surfaces in ]E.3 we define Delaunay sur­
faces in S3 and H3 (see Definition 3.1 in Section 3.1). Using loop group techniques 
applied to harmonic maps (via the generalized Weierstrass representation), we rep­
resent these Delaunay surfaces in space forms. We then define bubbletons based 
on Delaunay surfaces in space forms by a simple type dressing action, like those of 
Terng and Uhlenbeck [61], on loop groups (see Definition 4.1 in Section 4.1). Then 
we solve the period problems for these Delaunay bubbletons and additionally find 
explicit immersion formulas for those bubbletons in space forms based on round 
cylinders. In the case of]E.3, this was originally done in [34], [59], [65]. Furthermore 
we prove that the cylinder bubbletons produced here (by the DPW method) are 
the same as those produced in [59] in the case of ]E.3, and that the parallel CMC 
surface of a round cylinder bubbleton is congruent to the starting bubbleton, in any 
of the three space forms. Recently, Mahler [44] interpreted the simple type dressing 
as the Bianchi Backlund transformation in the case of ]E.3. 
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FIGURE 2. CMC bubbletons in )R3, 53 and H3. The)R3 bubbleton 
was first described in [65]. 

So what is new in Chapter 1 is the following: 

(i) We show existence of round cylinder bubbletons and Delaunay bubbletons 
in all three space forms. 

(ii) We give explicit parametrizations for round cylinder bubble tons in all 
three space forms. 

(iii) We show the equivalence of Bianchi-Backlund transformation and simple 
type dressing for round cylinders in )R3. 

The first two of these three items are new results for the cases of 53 and H 3 , and 
the third item is a new result in )R3. 

Chapter 2. 

Chapter 2 is based on the paper [41]. U. Hertrich-Jeromin and F. Pedit [30] gave 
a modern approach to Darboux transformation theory via quaternionic calculus. In 
particular, they showed that Bianchi-Backlund transformations of a CMC surface 
are Darboux transformations such that a positive multiple of the parallel CMC 
surface (Darboux transformations of positive type, in short). They conjectured 
that Darboux transformations of a CMC surface such that a negative multiple 
of the parallel CMC surface (Darboux transformations of negative type) are not 
Bianchi-Backlund transformations. 

In Chapter 2, we shall answer the Jeromin-Pedit conjecture negatively, i.e . Dar­
boux transformations of negative type can be realized as Bianchi-Backlund transfor­
mations. To sh~w this result, we introduce a new parameter into Bianchi-Backlund 
transformations for CMC surfaces. With this new parameter, we call it an "imagi­
nary Bianchi-Backlund transformation" (see Definition 2.1), and it is equivalent to 
a Darboux transformation of negative type. As a consequence of our reformulation, 
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we shall prove the equivalence of the following transformations on CMC surfaces: 
Bianchi-Backlund transformations and Darboux transformations. 

Chapter 3. 

Chapter 3 is based on the paper [36]. To prove the existence of a non-simply­
connected CMC surface via the generalized WeierstraB representation, one has to 
solve period problems and study the monodromy representation of the solution of 
the ODE as mentioned in (0.2)- (0.4). To show existence of new non-simply con­
nected examples, we provide sufficient conditions which ensure that the conditions 
(0.2)-(0.4) hold, and apply these methods to when the underlying domain is the 
n-punctured sphere for n = 2, 3. Here the punctures correspond to ends of the 
surface, where the coefficient matrix of the ODE has poles. 

Cylinders, the case of two ends, have been studied via the generalized Weierstra13 
representation in [16]' [34] and [38]. While several classes with various end behavior 
are now known, the moduli space of all CMC cylinders is not yet well understood. 
The only classification result was obtained for CMC cylinders of revolution by 
Delaunay [24] in 1841 - the resulting surfaces are the well known Delaunay surfaces. 
When an end of a CMC surface converges to a Delaunay surface, we call this 
a Delaunay end. We show how the pole structure at the punctures determines 
the geometry of the ends of the surface and prove that simple poles can generate 
Delaunay ends. 

Trinoids, the case n = 3, constitute the next simplest topology. In analogy to 
Delaunay surfaces, there are CMC surfaces with three Delaunay ends [32]. These 
have recently been studied in [22], [26], [38] and [55]. We shall build on these results 
and construct CMC trinoids with Delaunay ends via the generalized WeierstraB 
representation in all three space forms. 

Chapter 4. 

Chapter 4 is based on the paper [37]. The purpose of this chapter is to show 
the existence of new CMC surfaces by exhibiting WeierstraB data (M, Tj, Co, zo) 
that fulfill the above requirements (0.2)-(0.4) and to initiate the study of higher 
genus surfaces via loop group techniques. Briefly summarizing the contents of this 
chapter, after providing some general sufficient conditions on Weierstra13 data to 
satisfy the condition (0.2), (0.3) and (0.4), we apply these results to prove existence 
of new examples of CM C surfaces: 

(i) of any positive genus and a single end, 
(ii) of genus 1 with two ends, 

(iii) which are doubly-periodic with infinitely many ends asymptotic to De-
launay ends. 

Although the last mentioned surfaces (iii) are immersions of genus zero domains 
with infinitely many punctures, they have natural quotient surfaces with positive 
genus. 

Chapter 5. 

Chapter 5 is based on the paper [18]. In the procedure of the generalized 
WeierstraB representation, it is known that the potentials and CMC surfaces do not 
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have a one-to-one correspondence to each other, i.e. the potentials are not uniquely 
determined for a given CMC surface. Several types of potentials are known, for 
example, "normalized potentials", "holomorphic potentials" as mentioned before 
[13], [16J and "meromorphic potentials" [18J. 

In Chapter 5 we present a new type of potential, which does exist for every 
CMC-immersion, from 1) to ]E.3, where 1) is the universal cover of some Riemann 
surface M) and which is always invariant under at least one generator of the funda­
mental group 1f1 (M) of M. As an application we present a "coarse" classification 
of all CMC-cylinders. (We would like to note that in some special cases the above 
mentioned new type of potentials has already been used [34J) [55J .) 

FIGURE 3. Equilateral trinoids in ]E.3, 53 and H3. 

Visualization of graphics. 

As noted before, ]E.3 (resp. S3, H 3) is the unique complete simply-connected 
three-dimensional Riemannian manifold with constant sectional curvature 0 (resp. 
1, -1). ]E.3 is the standard fiat Euclidean three-spate. 53 is the unit three-sphere 
in ~4 with the l~etric induced by ~4. To define H 3 we shall use the Lorentz space 
]E.3,1 : 

H3 = {(t,x ,y,z) E R3,11x2 +y2 + z2 - t 2 = -1, t > O} 
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with the metric induced by IR3 ,1 , where IR3 ,1 is the four-dimensional Lorentz space 

{(t,x,y,z) I t,x,y,z E IR} 

with the Lorentz metric 

((tl' Xl, Yl, Zl), (t2' X2, Y2, Z2)) = XlX2 + YlY2 + ZlZ2 - tl t2 . 

To visualize surfaces in S3 and H3, we use specific projections. In the case 
of S3, we stereographically project S3 from its north pole to the space IR3 U {oo}. 
In the case of H 3

, we use the Poincare model, which is stereographic projection 
of the Minkowski model in Lorentz space from the point (0,0,0, -1) to the 3-ball 
{(O,x,y,z) E R3,11 X2 + y2 + z2 < I} ~ {p = (x,y,z) E IR311pI < I}. 
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CHAPTER 1 

Bubbletons in 3-dimensional space forms 

1. Lax pairs for CMC surfaces in space forms 

1.1. Surfaces in space forms. Let 'E be a simply connecced surface with confor­
mal coordinate z = x + iy defined on 'E, and let f : 'E ---+ M3 be a CMC conformal 
immersion, where M3 is either ji?3 or S3 or H3. We write f = f(z, z) as a function 
of both z and z to emphasize that f is not holomorphic in z. 

Each of the three space forms lies isometrically in a vector space V: M3 = 
IR3 C V = IR3, M3 = S3 C V = IR4, or M3 = H3 C V = IR3,1. Let (".) be the 
inner product associated to V, which is the Euclidean inner product in the first two 
cases, and the Lorentz inner product in the third case. Then the space form metric 
for each of IR3 , S3 and H3 is the one induced from the metric of the associated 
vector space V. Since M3 C V is an embedding, we may also view f as a Coo map 
into V, 

f : 'E ---+ M3 <:;;; V , where V is IR3 or IR4 or IR3,1 . 

The derivatives fx = oxf and fy = oyf are vectors in the tangent space Tf(z,z) V of 
V at f(z, z). Because V is a vector space, fx and fy can be viewed as lying in V 
itself. We will also use fz = (1/2)(fx -ify) and fz = (1/2)(fx +ify), defined in the 
complex extension VIC = {V1 + iV21v1' V2 E V} of V. The inner product of V extends 
to a bilinear form (V1 + iV2, V1 + iV2) = (V1' V1) + 2i(V1' V2) + (V2' V2) (which we also 
denote by (".) although it is not actually a true inner product on Vc). Kote that f 
is conformal if and only if 

(1.1) 

where the right-most equation defines the function f1 : 'E ---+ IR. 
In each space form, a unit normal vector N = N(z, z) E Tf(z,z) V == V of f is 

defined by the properties 

(i) (N, N) = 1, 
(ii) N E Tf (z,z)M 3

, and 
(iii) (N, fz) = (N, fz) = 0 . 

The mean curvature of f is then given by 

1 
(1.2) H = 2e

2iL 
(izz, N) . 

We also define the Hopf differential 

(1.3) Q = (izz, N)dz 2 
• 

15 
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1.2. The vector spaces V in terms of quaternions. Define the matrices 

CTO = (~i ~i)' CTl = (~ ~), CTZ = (~ ~i), CT3 = (~ ~1) 
We can think of H = spanR { iCTo, iCTI, iCTz, iCT3} as the quat ern ions because it has the 
quaternionic algebraic structure. 

The ffi.3 case. When M3 = V = ffi.3, we associate M3 with the imaginary quater­
nions 1m H = spanR { iCTI, iCTz, iCT3} ~ H by the map 

. . . 
2 2 2 

(1.4) (Xl,XZ,X3) -+ XI2" CTI + X22" CTZ + X32"CT3 . 

Then for X, Y E 1m H, the inner product inherited from ffi.3 is 

(1.5) (X, Y) = -2· trace(XY) = 2· trace(XY*) , 

where Y* = yt. Also, any oriented orthonormal basis {X, Y, Z} 
M3 == 1m H satisfies 

(1.6) X = F (~CTI) F~l , 

of vectors of 

for some F E SU(2), and this F is unique up to sign. In other words, rotations 5 of 
ffi.3 fixing the origin are represented in the quaternionic representation 1m H of ffi.3 
by matrices F E SU(2). And the image of F under 1m H -+ 50(3) is the rotation 
S. 

The 53 case. When M3 = 53 and V = ffi.4, we associate V with H by the map 

(1.7) 

so points (Xl, Xz, X3, X4) E V = ffi.4 are matrices of the form 

(1.8) 

where a = Xl + iX4 and b = X3 + iX2' That is, they are matrices X that satisfy 

(1.9) 

The inner product on H inherited from V is 

(1.10) (X, Y) = (1/2) . trace(XY*) , 

where Y* = yt. Note that this inner product is the same as in (1.5), up to a factor 
of 4, and this factor of 4 appears only because we include a factor of 1/2 in (1.4) 
but not in (1.7). 

The H3 case. When M3 = H3 and V = ffi.3,1 , we can associate V with the set 
of self-adjoint 2 x 2 matrices {X E M at(2, q I X* = X} by the map 

(1.11) (xo, Xl, X2, X3) E R3,1 -+ X = XOiCTo + Xl CTI + X2CT2 + X3CT3 . 

One can check that CT2XtCT2 = X~l det X and that the inner product inherited from 
V is -

(X,Y) = (-1/2)trace(XCT2yt CT2)' 

for self-adjoint matrices X, Y. Thus (X, X) = - det X. 
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1.3. The Lax Pair in the space forms. Let f be a conformal immersion, as in 
Section 1.1. Because f is a surface in M3 = IR3 (resp. 53, H3), p, and Hand Q 
satisfy the following Gauss and Codazzi equations for IR3 (resp. 53, or H 3 ), and 
the F1 (resp. F1, F2 , or Fd, which correspond to the moving frame of a surface f 
by the map (1.4) (resp. (l.7), (1.11)), satisfies the following Lax pair equations. 

(l.12) 

and 

(l.13) 

with 

1 (p,z -2Hk eP ..\-1) 1 (-P,z -Qe-p..\) 
(l.14) Uk = 2" Qe-p..\-l -p'z ,Vk = 2" 2Hk+1eP,,\ p'z ' 

where Hk is H (resp. H - (_l)ki, H - (-l)k) in the case of IR3 (resp. 53, H3), 
with k E {I, 2}. (k will be 2 only in the 53 case.) 

For H constant, we see that the Gauss and Codazzi equations for M3 remain 
satisfied when Q is replaced by ..\-2 Q for any ..\ E 51 = {p E q ipi = I}. Hence, 
up to rigid motions, there is a unique surface h with metric determined by p, and 
with mean curvature Hand Hopf differential ..\-2 Q. (We use the notation h to 
state that f depends on ..\; it does not denote the derivative [J;.J.) The surfaces 
1>, for ..\ E 51 form a one-parameter family called the associate family of f. The 
parameter ..\ is called the spectral parameter and is essential to the DPW method. 
From [48]' we have the following facts. When the ambient space is IR3 , the parallel 
surfaces of hare 

h,t = h + tN , t E IR. 

When the ambient space is 53, the parallel surfaces of hare 

h,t = cos(t)h + sin(t)N , t E IR. 

When the ambient space is H 3 , the parallel surfaces of 1>, are 

h,t = cosh(t)h + sinh(t)N , t E IR. 

There are special values of t for which the parallel surfaces h,t also have CMC 
surfaces. In the case of IR3 (resp. 53, H 3 ), this is true when the parallel surface is 
f~ = h,1/(2H) (resp. f~ = h,arccot(H),f~ = f>..,arccoth(H)). 

The IR3 case. In the case of IR3 , by applying a homothety if necessary, we may 
assume H = 1/2. We have the following theorem, proven in [6] and [36] using 
different notations, with the notations here matching those of [21], [13]. We also 
include information on the parallel surfaces f~ here. 

THEOREM l.l. Let u and Q solve the Gauss-Codazzi equations 

(l.15) 

and let F(z, z,..\) be a solution of the system 

(l.16) Fz = FU, Fz = FV 
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with 

( 1.17) -eU
). -1) V = ~ (-Uz -Qe- u

).) 

-uz ' 2 eU
). U z 

such that F(z, z,).) E SU(2) for all ). E 51 and F(z, z,).) is complex analytic in ).. 
Define 

(1.18 ) 

(1.19) f{ = f - 2N , N* = - N . 

Then f>.. and f{ are of the form 

(1.20) 

where r, s, t, r*, s* and t* are real-valued, and (r, s, t) and (r*, s*, t*) are both con­
formal parametrizations of CMC with H = 1/2 surfaces in ffi.3, parametrized by z. 
f>.. and f{ are parallel surfaces. Also, f.1 and Q satisfy e2

J1. = e2u and Q = Q, where 
f.1 and Q are defined as in (1.1) and (1.3). Furthermore, with f.1* and Q* defined by 
2e2 J1.* = (f* f* -) and Q* = (f* N*) we have e2

J1.* = e- 2u 1Q1 2 and Q* = Q A,Z' A"Z A,ZZ') . 

Conversely, for every conformal CMC immersion with H = 1/2 into ffi.3, there 
exists a system (1.16)-(1.17) and solution F producing the immersion via (1.18). 

The 53 case. Consider a conformal CMC immersion f : I; -+ M3 = 53 C V = 
ffi.4, with (0, -) as in (1.10). Similar to the ffi.3 case, we have the following theorem, 
proven in [6] and [36] using different notations. 

THEOREM 1.2. Let U and Q solve (1.15) and let F(z, z,).) be a solution of the 
system (1.16)-(1.17) such that F(z,z,).) E SU(2) for all), E 51 and F(z,z,).) is 
complex analytic in ).. Define Fl = F(z, z,). = eir1 ) and F2 = F(z, z,). = eir2 ) for 
some fixed ,1,,2 E ffi., and set 

(1.21 ) i(-r?-"'IIJ) , 
e 2 

(1.22) f{ =cos('2-ldf+sin('2-,1)N , N* =sin('2-11)f-cos('2-,1)N . 

Then f>.. and f>. are conformal CMC immersions with H = cot(,2 -,d into 53. f>.. 
and f>. are parallel surfaces. Also, f.1 and Q satisfy e2

J1. = sin2 (,2 - Id . e2u /4 and 
Q = sin(,2 -,d· Q, where f.1 and Q are defined as in (1.1) and (1.3). Furthermore, 
with f.1* and Q* defined by 2e2

J1.* = (f{,z,f{,z) and Q* = (f{,zz,N*), we have 

e2
J1.* = sin2(,2 -,d ·IQI2e-2u /4 and Q* = sin(,2 -,1)· Q. 

Conversely, for every conformal CMC immersion with H = cot(,2 - Id into 
53, there exists a system (1.16)-(1.17) and solution F producing the immersion via 
(1.21). 

The H3 case. Let f : I; -+ M3 = H3 C V = ffi.3,1 be a conformal CiVIC 
immersion with H > 1 in H3. Again, similar to the ffi.3 and 53 cases, we have the 
following theorem, proven in [6] and [36] with different notations. 
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THEOREM 1.3. Let u and Q solve (1.15) and let F = F(z, z,)... = eq
/

2 e i 'lj;), for 
some fixed q, 'Ij; E lR (with q =I- 0), be a solution of the system (1.16) -(1.17) such that 
F(z, z,)...) E SU(2) for all )... E S1 and F(z, z,)...) is complex analytic in).... We set 

(1.23) 
( 

q/2 

1>.. = F AF* , N = F A0"3F* ,where A = e ° 0) -t 
e- q/ 2 ,F* = F . 

(1.24) f; = cosh( -q)f + sinh( -q)N , N* = sinh( -q)f - cosh( -q)N . 

Then 1>.. and f; are CMC conformal immersions with H = coth( -q) > 1 into H3. 

1>.. and f; are parallel surfaces. Also, J.L and Q satisfy e2 J.L = sinh2 (-q). e2u /4 and 
Q = sinh(-q)· Q, where J.L and Q are defined as in (1.1) and (1.3). Furthermore, 

with J.L* and Q* defined by 2e'2J.L* = U;,z' f;,z) and Q* = U~,zz' N*), we have 

e2 J.L* = sinh2(-q) .jQj2e-2u/4 and Q* = sinh(-q)· Q. 
Conversely, for every CMC conformal immersion with H = coth( -q) into H3, 

there exists a system (1.16)-(1.17) and solution F producing the immersion via 
(1.23) . 

REMARK 1.4. The parallel surface f; can have singular points. At points where 
the Hopf differential Q of the original CMC surface fA is zero, then the metric of 
fA is degenerate. 

2. The DPW recipe 

We saw in Section 1 that finding CMC surfaces with H =I- ° in lR3 and CMC 
surfaces in §3 and CMC surfaces with H > 1 in H3 is equivalent to finding integrable 
Lax pairs of the form (1.16)-(1.17) and their solutions F. Then the surfaces are 
found by using the Sym-Bobenko type formulas (1.18), (1.21) and (1.23). So to 
prove that the DPW recipe finds all of these types of surfaces, it is sufficient to 
prove that the DPW recipe produces all integrable Lax pairs of the form (1.16)­
(1.17) and all their solutions F. Here we describe how these Lax pairs and solutions 
F are found by the DPW methno in [21]. 

2.1. The loop groups and Iwasawa splitting. Let Cr := {>.. E C j j)...j = r} be 
the circle of radius r with r E (0,1)' and let Dr := {>.. E C j j)...j < r} be the open 
disk of radius r. We denote the closure of Dr by Dr := {)... E C j j)...j s: r}. 

DEFINITION 2.1. For any r E (0,1] C lR, we define the following loop algebra 
and loop groups: 

(i) The twisted sl(2, q r-loop algebra is 

Ar sl(2, q = {A: Cr ~ 81(2, q I A( -)...) = 0"3 A ()...)0"3 } 

(ii) The twisted SL(2, q r-lnnp grnup is 

Ar SL(2, q = {¢ : Cr ~ SL(2, q I ¢( -)...) = 0"3¢()...)0"3 } 
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(iii) The twisted SU (2) r-loop group is 

Ar SU(2) = {F E Ar SL(2,q iF(>.)-1 = F(,\-I)*, and 

F(>.) extends holomorphically to DIjr \ Dr } . 

When r = 1, we abbreviate Al SU(2) to A S1)(2), and in this case the 
condition that F extends holomorphically to DIjr \ Dr is vacuous. 

(iv) The twisted plus r-loop group with lR+ is 

A+,rSL(2, q = {B EAr SL(2, q I B(>.) extends holomorphically to Dr, 

and Bh=o = (6 p~l) with p > O}. 

When r = 1, we abbreviate A+,ISL(2, q to A+SL(2, q. Here we defined 
A+,rSL(2, q such that A+,rSL(2, q n Ar SU(2) = Id. 

We will give ArSL(2, q an HS-topology for a fixed s > 1/2 and take its com­
pletion. Then, ArSL(2, q is a complex Banach Lie group and its elements have 
Fourier expansions in the loop parameter >.. We quote the following result from 
[21]. 

LEMMA 2.1. (Iwasawa decomposition) For any r E (0,1]' we have the follow­
ing globally defined real-analytic diffeomorphism from Ar SL(2, q to Ar SU(2) x 
A+,r SL(2, q : For any ¢ E ArSL(2, q, there exist unique FEAr SU(2) and 
B E A+,rSL(2, q so that 

¢=FB. 

We call this r-Iwasawa splitting of ¢. When r = 1, we call it simply Iwasawa 
splitting. Because the diffeomorphism is real-analytic, if ¢ depends real-analytically 
(resp. smoothly) on some parameter z, then F and B do as well. 

2.2. The DPW method. We now describe the DPW method. Let 

(2.1) ~ = A(z, >.)dz, A(z, >.) E AsI(2, q , >. E C \ {O} , 

where A := A(z, >.) is holomorphic in both z and>' for z E ~. Furthermore, we 
assume that A has a pole of order at most 1 at >. = 0, and the upper-right and lower­
left entries of A have poles of order exactly 1 at >. = O. We call ~ a holomorphic 
potential. 

Let ¢ be the solution to 

for some base point z* E ~. Then ¢ is holomorphic in z E ~ and>' E C* , and 

¢ E ASL(2,q . 

By Lemma 2.1 above, we can perform an Iwasawa splitting, and write the result as 

(2.2) ¢=FB. 

From [22], we have the following proposition. 
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PROPOSITIO:'-l 2.2. Up to a conformal change of the coordinate z, F is a solution 
to a Lax pair of the form (1.16)-(1.17), and then the Sym-Bobenko formula (1.18) or 
(1.21) or (1.23) produces a conformal CMC immersion in the corresponding space 
form ]R3 , S3 or H3. 

Also from [22], conversely the conformal CMC immersion has a holomorphic 
potential, as the next proposition shows. 

PROPOSITION 2.3. For any solution F E A SU(2), defined for all z E :E and 
all ). E C \ {O} with F(z*) = Id, to a Lax pair of type (1.16)-.(1.17), there exists a 
holomorphic potential ~ = Adz with A as in (2.1) and a solution ¢ E A SL(2, C) of 
d¢ = ¢~ so that ¢ Iwasawa splits into ¢ = FB for some B E A+SL(2,C). 

2.3. Dressing. Let :E be a simply connected surface and let ¢ be a solution to 
d¢ = ¢~ with ¢(z*) = Id on :E, where ~ is defined as in Equation (2.1). If we define 

¢ = h+ . ¢ , 

for h+ = h+()') E A+,r SL(2, C) depending only on )., then this multiplication on 
the left by h+ is called a dressing. 

Note that ¢ satisfies d¢ = ¢~, because h+ is independent of z. Hence the 
dressing h+ does not change the potential ~, and changes only the resulting surface. 
To see how the surface is changed by h+, one must Iwasawa split h+F into h+F = 
FB, and then F E ASU(2) is the frame for the changed surface. This change in 
the frame from F to F is nontrivial to understand in general, hence the change in 
the surface is also nontrivial to understand. 

2.4. Period problems. Let :E be a connected Riemann surface with universal 
cover t and let 6. denote the group of deck transformations. Let ~ be a holomorphic 
potential as in Equation (2.1) and ¢ be a solution of d¢ = ¢~. We assume T* ~ = ~ 
for any T E 6.. For each T E 6., we define the monodromy matrix MT of ¢ by 
M T ().) = (¢ 0 T) . ¢-1. 

From [16], we have the following theorem. 

THEOREM 2.4. Let MT be the monodromy matrix of a solution ¢, with respect 
to some deck transformation T E 6. of t. Then MT is unitarizable via dressing for 
some r E (0,1] if and only if, for all ). E Sl, 

(2.3) trace(MT) E (-2,2) or MT = ±id . 

We introduce the following theorem to solve the period problems in ]R3, S3 or 
H 3

, respectively, as in [36]. 

THEOREM 2.5. Let MT be as in Theorem 2.4. Assume MT E Ar SU(2), so MT 
is also the monodromy matrix of F about T, where F is as in (2.2). Let f be one of 
the Sym-Bobenko formulas (1.18) or (1.21) or (1.23) for F, respectively. Then 

• ]R3 case: f 0 T = f holds if and only if 

(2.4) 
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(2.5) 

(2.6) 
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• 53 case: f 0 T = f holds if and only if 

MTI'\=ei~l = MTI'\=ei~2 = ±Id, 

• H3 case: f 0 T = f holds if and only if 

3. Surfaces of Revolution 

3.1. Delaunay surfaces via DPW. Delaunay surfaces are periodic surfaces of 
revolution in IE.3 and are described via DPW in detail in [34]. The generalization 
of Delaunay surfaces, which are rotational W-hypersurfaces of aI-type in Hn+l 
and 5 n +1 , are studied in [58]. We also give a description here. First we give the 
definition of Delaunay surfaces in space forms. 

DEFINITION 3.1. Let f: ~ = 52 \Pl,P2 --+ IE.3 (resp. 53, H 3
) be a CMC 

immersion. Then f is a Delaunay surface in IE.3 (resp. 53, H3) if f is a surface of 
revolution in IE.3 (resp. 53, H 3 ), i.e. a surface of revolution about a fixed geodesic 
line in IE.3 (resp. 53, H 3 ). 

Using stereographic projection and a Moebius transformation, we may assume 
~ = IC* = C\{O}. Define 

(3.1) ~ = D
dz 

, 
z 

with I, s, t E IE.. 

One solution of d¢> = ¢>~ is 

(3.2) ¢> = exp (In z . D) . 

8>..-1 + t>..) 
-I ' 

This ¢> can be split (this is not r-Iwasawa splitting) in the following way: 

¢>=F1 B 1 , Fl=exp(iBD) , B 1 =exp(lnp·D) , 

where z = peiB , with p = Izl and 8 = arg(z). We note that Fl E Ar SU(2). 
Since D2 = X 2Id, where X = )12 + (s + t)2 + st(>.. - >.. 1)2, we see that 

(3.3) F = (~OS(8X) + i1X- 1 sin(8X) iX- 1 sin(8X)(s>..-~ + t>"») 
1 ~X-l sm(8X)(s>.. + t>..-I) cos(8X) - ~IX-l sm(8X) , 

B = (coSh(ln p.' X) + IX- 1 sinh(lnp· X) X-I sinh(lnp· X)(S>..-I + t>..) ) 
1 X-I smh(ln p . X)(s>.. + t>.. -1) cosh(ln p . X) - IX- 1 sinh(ln p . X) 

We can now r-Iwasawa split B 1 , i.e. Bl = F2 . B, where F2 E Ar5U(2) and 
BE A+,r5L(2, q. We define F = Fl . F2. Thus ¢> = F B is the r-Iwasawa splitting 
of ¢> (for any choice of r E (0,1]). 

Because F2 and B depend only on Izl = p and Fl depends only on 8, we have 
that, under the rotation of the domain 

z --+ RBo(z) = eiBoz , 80 E IE. , 

the following transformations occur: 

F --+ MBoF and B --+ B, where MBo = exp(i80 D) . 
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We note that Mea E Ar SU(2), and that Mea is of the same explicit form as Fi in 
(3.3), but evaluated at B = Bo. When B = 27r, we have 

(3.4) 

Clearly M T is the monodromy matrix of the generating counterclockwise deck trans­
formation T E ~ of the universal cover of <C \ {O}. 

Now we consider the closing conditions in each of the three space forms: 

(3.5) 

• When M3 = lE.3 , M2rr must satisfy (2.4) for A = 1, so that the surface 
will close about the deck transformation T. This is satisfied if 

[2 + (8 + t)2 = 1/4 , 

so we impose this condition when M3 = lE.3 . 

• When M3 = S3, M2rr must satisfy (2.5), so that the surface will close 
about T. With Ai = eir and A2 = c ir , (2.5) is satisfied if 

(3.6) [2 + (8 + t)2 - 48tsin2 (--y) = 1/4, 

so we impose this when M3 = S3. 
• When M3 = H 3 , M 2rr must satisfy (2.6), so that the surface will close 

about T. With A = q/2 E lE.+, (2.6) is satisfied if 

(3.7) [2 + (8 + t)2 + 48tsinh2(~) = 1/4, 

so we impose this when M3 = H3. 

With these conditions, Delaunay surfaces are produced in lE.3 , S3 and H3, and 
this can be seen as follows: 

In the case of lE.3 , under the mapping z ---+ Reo(z), we have that f as in (1.18) 
changes as 

(3.8) 

One can check that Equation (3.8) represents a rotation of angle Bo about the line 

{.£ . ( -8 - t, 0, l) T 2(8 - t) . (2[,0,28 + 2t) i.£ E 2} , 

hence f is a surface of revolution, and thus a Delaunay surface in lE.3 . 

In the case of S3, under the mapping z ---+ Reo (z), f as in (1. 21) changes by 

(3.9) 

One can check that Equation (3.9) represents a rotation of angle Bo about the 
geodesic line 

(3.10) 

So we have a surface of revolution in this case also (since the geodesic line (3.10) 
does not depend on Bo), and hence a Delaunay surface in S3. 

In the case of H 3
, under the mapping z ---+ Reo (z), f as in (1.23) changes by 

--t 
(3.11) f ---+ (Meol>-.=eQ/2)f(Meo 1>-'=eQ/2) . 
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One can check that Equation (3.ll) represents a rotation of angle 80 about the 
geodesic line 

(3.12) {(Xl, 0, X3, XO) E H3 I sinh(q)(s - t)xo - rXl + cosh(q)(s + t)X3 = O} . 

Therefore f is a surface ofrevolution (since the geodesic line (3.12) does not depend 
on 80 ), and hence a Delaunay surface in H3. 

We summarize this in the following theorem. 

THEOREM 3.1. The holomorphic potential ~ defined in Equation (3.1) with the 
condition (3.5) (resp. (3.6), (3.7)) produces a Delaunay surface in R3 (resp. S3, 
H 3 ). 

Which Delaunay surface one gets depends on the choice of r, sand t. An 
unduloid is produced when st > o. A nodoid is produced when st < 0, and for the 
limiting singular case of a sphere, st = O. A cylinder is produced when s = t and 
1 = 0. In the next subsection, we will show that we can explicitly compute f in the 
case of cylinders. 

3.2. Cylinders via DPW. We choose 1 = ° and s = t for D in Equation (3.1). 
Thus ~ is 

~ = (A -1 + A) (~ ~) d: . 
By (3.5), (3.6) and (3.7), s = 1/4 or s = 1/(4cos(-y)) or s = 1/(4cosh(q/2)) in the 
respective space form. Furthermore, the ¢ in Equation (3.2) is 

¢ = exp (IOgz (~ ~) (rl + A)) 
= (COSh(S(A- 1 +A)logz) 

sinh(s(A-l +A)logz) 

which has the explicit r-Iwasawa splitting 

sinh(s(A-l +A)IOgz)) 
cosh(S(A-l+A)logz) , 

¢ = FE, where E = exp (A(lOgZ + logz) G ~)) and 

F = exp ((A -1 log z - A log z) (~ ~)) , 

for any r E (0,1]. 
Inserting this F into equations (1.18), (1.21), and (1.23), one can explicitly 

compute the parametrizations for the surfaces and see that cylinders are produced. 
In the case of S3, the cylinder wraps around onto itself to become of torus, since 
the geodesic lines in S3 are closed loops. 

In the case of lE.3 , from Section 4.4 in [17] Delaunay surfaces are obtained from 
the dressing of cylinders. Similar arguments show the following results for S3 and 
H3. 

THEOREM 3.2. Delaunay surfaces in S3 (resp. H 3) are obtained from the dress­
ing of cylinders in S3 (resp. H 3). 
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FIGURE 1. A Delaunay bubbleton in IR3. (A cylinder bubbleton in 
R3 is shown in Figure 1.) This figure was made by Y. Morikawa. 

4. Bubbletons 
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4.1. Bubbletons via DPW. Let t be the universal cover of the Riemann surface 
e. Let ¢(z, oX) be a solution of d¢ = ¢~ on t with some initial condition ¢(z*, oX) 
at z = z* and let ¢ = F . B be the r-Iwasawa splitting of ¢, where ~ is as in 
(3.1). Choose D/z E Ar sl(2 , C) for some l' E (0,1] satisfying either (3.5) or (3.6) 
or (3.7), depending on the ambient space form. Let f be as in the Sym-Bobenko 
formula (1.18) or (1.21) or (1.23) , respectively, made from the extended frame F . 
By Theorem 3.1, f is well defined on e. 

Consider the dressing ¢ -+ ¢ = h· ¢, where h is the matrix 

( 4.1) o ) / ,aEe. ,\2 _ ",2 

V 1_.:;2,\.! 

Let ¢ = p. B be the 1'-Iwasawa splitting of ¢ and let j be the Sym-Bobenko formula 
(1.18) or (1.21) or (1.23), respectively, made from the extended frame F. We note 
that if lal < l' or 1'-1 < lal , then h E Ar SU(2) . So the surface j differs from f by 
only a rigid motion. Therefore we assume l' < lal < 1. We note that in general j 
is not well defined on C* . 

DEFINITION 4.1. Let f : e --+ M3 and j : t --+ M 3, where M 3 is IR3 (resp. 
S3 or H3) , be CMC immersions derived from the above solutions ¢ and ¢. Let Mr 
be the monodromy matrix of ¢ defined in Equation (3.4). Then j is a bubbleton of 
the Delaunay surface f in IR3 (resp. S3, H3) if hMrh- 1 E ArSU(2). 

LEMMA 4.1. The bubbleton j satisfies the closing condition (2.4) or (2.5) or 
(2.6), so is defined on e. 
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PROOF. In the IR3 case, we show that since NIT 1,\=1 = ±id and O,\MT 1,\=1 = 0 
are satisfied, thus (hMTh- 1 )1>.=1 = ±id and 0,\ (hMTh-1 )1,\=1 = 0 are also satisfied. 
This follows from the following computations: 

(hMTh-1) 1,\=1 = hl,\=l (±id) h-11,\=1 = ±id , 

0,\ (hMTh-1) 1,\=1 = 

((o,\h) M Th-1) 1,\=1 + (h (o,\MT) h-1) 1,\=1 - (hMT (h- 1 (o'\h) h- 1)) 1,\=1 = 0 

The H3 and S3 cases are similar, in fact they are even simpler, because no derivatives 
with respect to ..\ are involved. 0 

REMARK 4.2. We saw in Lemma 4.1 that Definition 4.1 implies the bubbleton 
is topologically a cylinder. 

LEMMA 4.3. hMTh-1 is in Ar SU(2) if and only if MT is a lower triangular 
matrix at ..\ = ±a and an upper triangular matrix at ..\ = ±a-1. 

PROOF. Let mij be the entries of M T • We have 

Thus hMTh- 1 is in Ar SU(2) if and only if \2~2(Sm12(..\) and 1'\~';2~22m21(..\) are 
holomorphic on r < 1..\1 < r- 1

. This happens if and only if MT is a lower triangular 
matrix at ..\ = ±a and an upper triangular matrix at ..\ = ±a-1. 0 

THEOREM 4.4. There exist round cylinder bubbleton and Delaunay bubbleton 
surfaces for all three space forms. 

PROOF. The monodromy matrix MT is 

where 

and 

(
COS(27rX) + ilX- 1 sin(27rX) 

MT = iX-l sin(27rX)(s..\ + t..\-l) 
iX-1 sin(27rX)(s..\-1 + t..\) ) 

cos(27rX) - ilX-l sin(27rX) , 

x = J ~ -a + st (..\ - ..\ -1)2 , 

{ 

IR3 case: a = 0 
s3 case: a = -4st sin2 h) 
H3 case: a = 4stsinh2 (q/2) 

MT is in Ar SU(2) for all r E (0,1] and satisfies the closing conditions. We take 

J 6 + 4 - J8 1 (k2 - 1 ) 
(4.2) a= 2 EIRUiIR\{O,±l,±i} with 6= st -4-+ a , 

k 2 2: max{ -16st - 4a + 1, -4a + 1,4} and kEN . 

We can immediately compute AITI,\=±c.,±a-1 = -id. We can choose r so that a 
satisfies r < lal < 1. Thus Lemma 4.3 and Definition 4.1 imply existence of 
bubbletons of cylinders and Delaunay surfaces. 0 
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4.2. Computing the change of frame for the simple type dressing. Kow we 
consider the explicit Iwasawa factorization of h¢ with the simple type dressing 
h defined in Equation (4.1). This will lead to an explicit parametrization of the 
bubbletons of round cylinders in all three space forms. In this section, we allow ~ 
to be a general potential. Let ~ be a Riemann surface with coordinate z. Let ¢ 
be a solution of d¢ = ¢~ on ~ with some initial condition ¢(z*,'\) at z* and let 
¢ = F· E be the r-Iwasawa splitting of ¢, where ~ E Ar sl(2,C) and r E (0,1]. We 
assume r < lal < 1, for the same reason as in Section 4.l. 

We consider ((:2 with the standard inner product (-,.), and e1, e2 forming the 
orthonormal basis 

of ((:2. We define two subspaces V1, V2 spanned by specific vectors V1, V2 in ((:2: 

V1 = {a.V1 I V1 = (,\-1:-113) ,a E ((:}, 

{ I (
-,\a-1E) } 

V2 = a· V2 V2 = A ' a E ((: , 

where 

FI,>-=a = (~ ~) , F E ArSU(2) 

We now define projections 7r1, 7r2, ih, 1T2 and linear combinations h, h of these 
projections. 

(4.3) 

(4.4) 

where 

= orthogonal projection to the span of e1 
= orthogonal projection to the span of e2 
= j-1/27r1 + F/27r2 

= projection to V1 parallel to V2 

= projection to V2 parallel to V1 
= J- 1/ 21Tl + jl/2 1T2 

,\2 _ a2 
j - aE((:* . 

- 1 - 6 2,\2' 

Note that in general1Tl and 1T2 are non-orthogonal projections. 
We have the following two lemmas, the first of which is obvious. 

LEMMA 4.5. 

LEMMA 4.6. 

h-1 = jl/27r1 + j-l/27r2 , 
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(f-l/27rl + jl/27r2 ) 0 (fl/2 7rl + f-l/27r2) 

= 7rl 07rl + f-l7rl 07r2 + f7r2 07rl + 7r2 07r2 

= 7rl + 7r2 = id , 

by Lemma 4.5. Similarly (jI/27rl + f-l/27rz) 0 (J-l/27rl + fl/2 7r2 ) = id. Replacing 

7rl by T.l and 7r2 by T.2, we get the analogous result for h-l. 0 

LEMMA 4.7. In terms of the basis el,eZ, we can write 7rj,T.j (j = 1,2) in the 
following matrix forms: 

PROOF. The matrix forms for 7rl and 7r2 are evident. Regarding T.l and T.2, we 
have T.j . Wi = Wibij ,VWi E Vi (i,j = 1,2), where bij is the Kronecker b function, 
and so for 

we have 
_ AXI + Aa- l 

BX2 ( A ) 
7rl . X = IAI2 + lal-2lBl2 A-ln- l B 

_ -A-ln-lBxl +AX2 (-Aa-lB) 
7r2 . x = IAI2 + lal-2lBl2 A 

Thus T.l and T.2 have matrix forms as in the lemma. o 

We now define a matrix C E Ar SU(2): 

1 ( e
i8 

(4.5) C = JITI2 + 1 -A -1 e- i8 f' 

where T = a~~2(~ +a~;~2 and () = arg (IAI2 - ~ IBI2) + arg ( J -(2) 

THEOREM 4.8. Let cp be a solution of dcp = cp~ on I: with some initial condition 
cp(Z.,A) E Ar SL(2,<C) at Z" and let cp = FB be the r-Iwasawa splitting of cp. 
We consider the aressing cp ---+ h· cp. Then hcp = (hFh-lC-l)(ChB) is r-Iwasawa 
splitting of hcp, i.e. hFh-lC- l E Ar SU(2) and ChB E Ar+ SL(2, <C), where h, h, C 
are as in (4.3), (4.4) and (4.5). 
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PROOF. C is already in ArSU(2), so we first show hFh-1 E ArSU(2). F 
satisfies the reality condition F(5. -1) = (F- 1 (>,))*. We show that hand h also 
satisfy the same reality condition: 

h(5.- 1) = J(5.-1)-1/27r1 + J(5.-1//27r2 , 

(h-1 (A))' = (J(A)1/2 7r1 + J(A)-1/2 7r2 ) * 

= J(5.-1)-1/2 7r1 + J(5.-1)1/2 7r2 

h(5.-1) = J(5.-1)-1/2irr(5.-1) + J(5.-1//2W2(5.- 1) , 

(h-1 (A)) * = (i(A)1/2wl (A) + J(A)-1/2 w2 (A)) * 

= J(5.- 1)-1/2w1 (5.-1) + J(5.- 1)1/2w2 (5.-1) 

Thus we have shown the reality condition for hand h. F is holomorphic on 
r < IAI < r-1. h, hare holomorphic on r < IAI < r-1 with singularities only 
at A = ±o:, ±a-1. Thus we need only check that hFh-1 has no singularities at 
A = ±o:, ±a-1

. 

hFh-11 = ((J-1/27r1 + J1/27r2) F (J1/ 2 Wl + J-1/ 2W2)) I _ 
>.=±a,±a- 1 >.=±a,±a- 1 

(7rlFwl + J7r2Fwl + J- 17rl Fw2 + 7r2Fw2) 1>.=±a,±a-1 

The only possible singularities in this sum of four terms can occur in J7r2Fwl when 
A = ±a-1 and in J-17rlFw2 when A = ±o:. But the reality condition of F and a 
calculation shows that in fact such singularities do not occur. 

Finally we show ChB E A+rSL(2, q. B is in A+rSL(2, q, so we need only 
check that Ch is in A+,rSL(2, q. We can easily see Ch E ArSL(2, q and is holo­
morphic on 0 < IAI < r and continuous on 0 < IAI 'S r, and a direct computation 
shows that 

- (PI 0) Chl>.=o = 0 PI -1 , 

where PI = 

Thus the theorem is proven. o 

Theorem 4.S has the following corollary: 

COROLLARY 4.9. We have explicit parametrizations for round cylinder bub­
bletons in all three space forms using the r-Iwasawa splitting in Theorem 4.8, the 
extended frame in Section 3.2 and the Sym-Bobenko formulas (LIS), (1.21) and 
(1.23) . 

REMARK '!.lu. Let ~ = 2: j2 - 1 A
j Ajdz be a holomorphic porential on 2: and ler 

rjJ be a solution of drjJ = rjJ~ with some initial condition rjJ(z., A) E Ar 5L(2, q at z •. 
Let rjJ = F . B be r-Iwasawa splitting and let J be as in the Sym-Bobenko formula 
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(1.18) or (1.21) or (1.23), respectively, made from the extended frame F. Then the 
conformal factor of the metric 4e2P dzdz of f is (see [34]) 

(4.6) 

where a_I is the upper right entry of A-I, BI.~=o = (6 p~l) and E = 1 (resp. 

E = sin((r2 - "(1)/2), E = sinh( -q/2)) in the case of lI{3 (resp. 53, H 3
). 

4.3. Equivalence of the simple type dressing and Bianchi's Backlund transfor­
mation on the round cylinder. In this section we prove the equivalence of the simple 
type dressing (4.1) and Bianchi's Backlund transformation in lI{3, when applied to a 
cylinder. (The latter is a bubbleton surface in the sense of [59].) We show that the 
metric, Hopf differential and mean curvature of Bianchi's Backlund transformation 
of a round cylinder are the same as those resulting from the simple type dressing of 
(4.1) with real 0:. For general CMC surfaces in lI{3, Burstall [9] has proven the equiv­
alence of the simple type dressing (4.1) for 0: either real or pure imaginary and the 
Darboux transformation. Hertrich-Jeromin and Pedit [30] have proven that any of 
Bianchi's Backlund transformations of a CMC surface is a Darboux transformation 
of the surface, but not the converse. 

In the 53 and H3 cases, we have not seen a notion of Bianchi's Backlund 
transformation. So we do not prove the equivalence for the 53 and H3 cases. 

First we introduce the metric, Hopf differential and mean curvature of Bianchi's 
Backlund transformation using [59]. Using the notation in [59], we can write the 
first and second fundamental forms and the principal curvatures of a CMC surface 
as follows: 

= e2udwdw 
= eU (sinh (u) dx2 + cosh (u) dy2) 
= e-U sinh (u), k2 = e-U cosh (u) 

where w = x + iy. The Gauss equation becomes 

( 4.7) 2uww + sinh(2u) = 0 . 

In particular, in the round cylinder case we have u = O. We do the Backlund 
transformation on the cylinder, and using Bianchi's Permutability formula ([59]), 
we have the new solution Ul satisfying the Gauss equation (4.7): 

h (
Ul) - h((3) cos(YCOSh((31)) tan - - tan 1 , 
2 cosh (x sinh ((3d) 

where (31 E lI{. Under Bianchi's Backlund transformation, the mean curvature and 
the Hopf differential do not change. So the mean curvature and the Hopf differential 
of the bubbleton are H = 1/2 and Q = (-1/4)dw2

. 

We consider the change of coordinate logz = w. Thus we have the following: 

( 
Ul ) h ((3 ) cos (1m (log z) cosh ((31)) 

tanh - = tan 1 , 
. 2 cosh (Re (log z) sinh ((31) ) 

H = 1/2 , 
1 ? 

Q = --dz-
4z2 
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THEOREM 4.11. Bianchi's Backlund transformation of the round cylinder and 
the simple type dressing with real a of the round cylinder are the same surface. 

PROOF. Using Corollary 4.9, and Equations (4.6), (1.2) and (1.3), the simple 
type dressing by h has the following conformal factor for the metric 4e21'dzdz, and 
the following mean curvature and Hopf differential: 

4e21' = 16e2u 'la_112 = 16p4 1a_112 

(
la l- 1I AI 2 + la11B12)2 2 

= 16 lallAI2 + lal-1lBl2 la-II 

= 16 (a-II cosh(XW + al Sinh(XW) 2 la_11 2 , 

al cosh(X)12 + a-II sinh(X)12 

H = 1/2 , 

1 2 
Q = - 4z2dz , 

where X = "-'log~-"logz and a-I = 1/(4z). Then tanh(uI/2) 
that 

(

U 1 ) (a- 1 
- a) (I cosh(XW - I sinh(XW) 

tanh 2 = (a- 1 + a) (I cosh(X)12 + I sinh(X)I2) . 

eli} -1· I' 
eU' +1 Imp les 

Using addition properties for the hyperbolic sine and cosine functions, we can 
rewrite the equation as follows: 

(

U 1 ) (a- 1 
- a) cosh (X - X) 

tanh 2 = (a-1 + a) cosh (X + X) . 

We have X + X = Re(logz)("-;-") and X - X = ilm(logz)("-;+"). Thus the 
equation finally becomes 

tanh (~1 ) = 
( ~ ) cosh (i 1m (log z) ~ ) 
(,,-~+,,) cosh (Re (logz) ,,-~-,,) 

sinh ((31) cos (1m (log z) cosh ((31)) 
cosh ((31) cosh (Re (log z) sinh ((31)) , 

where we set "-;+" = cosh((3d and "-;-" = sinh((3d. Therefore both trans­
formations give the same metric, mean curvature and Hopf differential. So the 
fundamental theorem of surface theory implies that the two transformations of the 
round cylinder are the same. 0 

4.4. Parallel surfaces of the bubbletons. In this section, we prove that the par­
allel surfaces of the round cylinder bubbletons are the same surface as the original 
bubbletons. 

THEOREM 4.12. The parallel surface of a round cyZ;iUler bubbleton is the same 
surface as the original cylinder bubbleton, up to a rigid motion, in any of the three 
space forms ]R3, 53 and H3. 



32 1. BliBBLETONS IN 3-DIME;'!SIONAL SPACE FORMS 

PROOF. Using Corollary 4.9 and Equations (4.6), (l.2) and (l.3), we can de­
scribe the conformal factor for the metric 4e2l"dzdz, mean curvature Hand Ropf 
differential Q of the round cylinder bubbletons as follows: 

21" _ 2 2u 2 _ 2 (a-IIAI2 + a1B12)2 2 
4e - 16E e la-II - 16E alAI2 + a-I IBI2 la-II , 

H= b , 

Q = __ 1_Edz2 

4z2 ' 
where A = cosh(a-'!ogz-a!ogz) B = sinh(a-1!ogz-a!ogZ) and E = 1 a = 

4' 4" -1 
1/(4z) and b = 1/2 (resp. E = sin(-2')'), a-I = 1/(4zcosb)) and b = cot(-')'), or 
E = sinh(-q), a-I = 1/(4zcosh(q/2)) and b = coth(-q/2)) in the case of 1R3 (resp. 
53, or H 3 ), and where a E 1R as in (4.2). 

Using Theorem 1.1, Theorem 1.2 and Theorem 1.3, we can also describe the 
conformal factor for the metric 4e2

1"* dzdz, mean curvature H* and Ropf differential 
Q* of the bubbleton parallel surface as follows: 

21': _ 2 -2u _ 2 (a1A12 + a-IIBI2) 2 2 
4e - 16E e la-II - 16E a-1 1A12 + alBI2 la-II , 

H* = b , 

Q* = _ _ 1_Edz2 

4z2 
We consider the conformal change of the coordinate z ~ z exp( a~:~') on the 
parallel surface. Under this change, the mean curvature and Ropf differential do 
not change. For the metric, IAI2 and IBI2 change to IBI2 and IAI2, respectively, 
thus the conformal factor 4e2

1"* of the metric changes to 

2 (a-IIAI2 + a1B12)2 2 _ 21" 
16E alAI2 + a-I IBI2 la-II - 4e . 

Thus both surfaces have the same metric, mean curvature and Ropf differential 
up to this change of coordinate. Rence the fundamental theorem of surface theory 
implies the two surfaces are the same. LJ 

REMARK 4.13. The parallel surface of a Delaunay bubbleton in general is not 
the same surface as the original Delaunay bubbleton. For example, if the bubbles of 
Delaunay bubbleton attach at a neck of the Delaunay surface, then the bubbles of 
the parallel Delaunay bubbleton attach at a bulge of the Delaunay surface. 



CHAPTER 2 

Characterizations of Bianchi-Backlund transformations 
of constant mean curvature sur(aces 

1. Bianchi-Backlund transformations for CPC surfaces 

Let I; be a simply connected domain in JE.2, and let j", : I; ---+ lE.3 be a constant 
positive gaussian curvature CPC immersion with K = + 1 parametrized by lines of 
curvature such that 

(l.1 ) { ~ cosh(u)2dx2 + sinh(u)2dy2 
- sinh(u) cosh(u) (dx 2 + dy2) 

where u : I; ---+ JE. is a solution of the sinh-Gordon (Gauss) equation 

6.u = - sinh(u) cosh(u) . 

We consider a complex tangential line congruence of a CPC surface jl< in the 
sense of Bianchi [2] (page 492): 

(l.2) 

where [el,e2,e3] is an orthonormal frame of jl<' A is a nonzero complex constant 
and 'I' : I; ---+ CC is a complex valued function. We denote by (e~,e~,e~)t the 
orthonormal frame of j:. We now impose the following two conditions for the real 
two dimensional surface j: in CC3 : 

(i) The vector j~ - jl< is tangent to both surfaces, i.c. (1;; - jl<' e3) = 
(1: - jl<' e~) = 0, where (.,.) is the CC-bilinear extension of the standard 
inner product of JE.3. 

(ii) The normal vectors e3 and e~ have constant angle at corresponding points, 
i.e. (e3, e~) = c, where c is a some constant complex number. 

To determine A and '1', we compute the Frenet equations of the CPC surface 
jl< as follows: 

(l.3) 
Fx =AF 
Fy =BF 

where 

( U 
-uy -'inhU) -- C u x -+,u) (1.4) A= uy 0 o ,B - -U x 0 

sinh u 0 o 0 coshu 

33 
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and F = (el,e2,e3)t = (f,,-,x/coshu,f,,-,y/sinhu,el x e2)t. We can compute the 
new orthonormal frame (e~,e~,e~)t of f: as follows: 

(1.5) 
o 

cos a 
-sina 

o ) (COS tp sin tp 0) (e1) 
sin a - sin tp cos tp 0 e2 
cosa 0 0 1 e3 

We note that the right-hand 3 by 3 matrix represents a rotation around e3, and 
the left-hand 3 by 3 matrix represents a rotation around cos tpel + sin tpe2, which 
is the direction vector of the tangential line congruence defined in Equation (1.2). 
Thus a is an angle between the normal vector for f,,- and the normal vector for f:. 
Therefore a is constant by condition (ii). Constancy of a and condition (i), i.e. 
(df:, e~) = 0, imply that 

(1.6) sin a sin tpA - sin a cos tpB + cos aC = 0 , 

where A = (cosh 1.l + >.uy sin tp )dx - >.ux sin tpdy - >. sin tpdtp, B = - >.uy cos tpdx + 
(sinh 1.l + >.ux cos tp) dy + >. cos tpdtp and C = - >. sinh 1.l cos tpdx - >. cosh 1.l sin tpdy. A 
calculation shows that 

(1.7) 
1 

(cot a)2 + >.2 = -1 . 

We set the parameters cot a = -i cosh,8, 1/>. = sinh,8 and tp = iB (3. Then we can 
rewrite Equation (1.2) as follows: 

(1.8) f: = f~ = f" + 1/ sinh (,8)(cosh (O(3)el + i sinh(0(3)e2) , 

where ,8 is a non-zero complex constant and 0(3 : :E ---+ <C is a complex valued function. 

From now on we will use the notation f~ = f: and [ef, eg, e~l = [e~, e~, e~l. 
Then, from Equation (1.6), we have the following differential equations for 0(3 

with parameter ,8: 

(1.9) 

where 8z = ~(8x - i8y ). 

e(3 sinh(O(3 + u) 
-e-(3 sinh(O(3 - u) 

REMARK 1.1. The solutions 0(3 of the differential eqv.ation (1.9), which arc 
produced by Bianchi-Backlund transformations, satisfy the sinh-Gordon equation 
.6.0(3 = - sinh( 0(3) cosh( 0(3). 

We again consider a Bianchi-Backlund transformation of the surface f~ defined 
in Equation (1.8) and define a new surface as follows: 

(1.10) f~,(3* = f~ + 1/ sinh(,8*) (cosh(8(3,(3* )ef + i sinh(8(3,(3* )eg) , 

where e(3,(3* is a solution of the following differential equation: 

{ 
2(8(3,(3* - O(3)z e(3* sinh(8(3,(3* + 0(3) 

(1.11) 2(8(3,(3* + 0(3)z -e-(3* sinh(8(3,(3* - 0(3) 

Again we note that 8(3,(3* is a solution of the complex sinh-Gordon equation t::.ef3 ,(3* = 

- sinh(B(3,(3*) cosh(B(3,(3*)' 
Then we have the so-called Bianchi-permutability theorem: 
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THEOREM l.2. (Bianchi [2], page 494) Let fl< be a CPC surface with K = +1 
and a frame [el' e2, e3] such that the first and second fundamental forms are as 
in Equation (l.I). Let Op (resp. Op*) be a solution of Equation (l.9) with some 

initial condition (xo, Yo) E JR2 and a complex parameter (3 (resp. (3*), and let Bp,p* 

(resp. Bp*,p) be a solution of Equation (l.11) with complex parameter (3* (resp. (3). 
Further, let j~,p* (resp. jt,p ) be the surface defined by Equation (l.10). Then we 
have the following: 

(l.12) f p ,p* = fP*'P I< 1<' 

Schematically, 

where u = Bp,p* = Bp*,p. Furthermore, we can obtain a solution u = Bp,p* = Bp*,p 
of the sinh- Gordon equation, in terms of u, 0 P' 0 {3*, (3 and (3*, via the superposition 
formula: 

(l.13) (u - u) ((3 - (3*) (Op - O{3*) tanh -2- = tanh --2- tanh 2 ' 

From now on, we will use the notation jl< = f~'P* = ft'p. In general, jl< is a 
surface in ((;3. To find a real surface, we consider the following ansatz: 

(l.14) (3* = -/3 . 

Then from Equation (l.9), we can show Op* = 7ri -Op. Finally we have the following 
theorem: 

THEOREM l.3. (Bianchi [2], page 496) Let fl< be a CPC surface with K = +1 
and frame [el,e2,e3] such that the first and second fundamental forms are as in 
Equation (l.I). Let Op be a solution of Equation (l.9) with some initial condition 
(xo, Yo) E JR2 and a nonzero complex parameter (3. Let (3* be a parameter defined 
in Equation (l.14), and let Op* = 7ri - Op be a solution of Equation (l.9) with the 

same initial condition (xo, Yo) E JR2. Futher, let jl< be the twice successive Bianchi­

Backlund transformation defined by the above procedure. Then j" is a real CPC 
surface with K = +1, and .II< = II< + AI<al<, where 

(l.15) 
sinh(2 Re (3) 

AI< = -I sinh(p)l2[cosh(2Re(3) + cosh(2ReOp)] , 



36 2. BIANCHI-BACKLUND TRANSFORMATIOI\' OF CMC SURFACES 

(l.16) a" = [- cosh(8j3) cosh(,B) - cosh(8j3) cosh(Ji)]el 

+ i[- cosh(,B) sinh(8j3) + coshCS) sinh(8j3)]e2 

- sinh(2Re8j3)e3 

2. Bianchi-Backlund transformations for CMC surfaces 

We now consider the Bianchi-Backlund transformation of a CMC surface. Let 
f = f" + e3 be the parallel surface of a CPC surface f", where e3 is the unit normal 
of f". It is well known that f is a surface with constant mean curvature H = 1/2, 
and with unit normal n = -e3, and that (x, y) are isothermic coordinates of f, i.e. 
the first and second fundamental forms are as follows: 

(2.1) {
I = e2U (dx2 + dy2) 

II = eU(sinh(u)dx2 + cosh(u)dy2) 

Analogous to the Bianchi-Backlund transformation of a CPC surface, we have the 
following: 

THEOREM 2.1. Let f = f" + e3 be a parallel CMC surface with H = 1/2 of a 
CPC surface f", and let 8j3, Ji, 8j3* and Ji* be the functions and parameters defined 

in Theorem 1.3. Then j = f + 9 is a real CMC surface with H = 1/2, where 

(2.2) 9 = I csch Jil 2 sech(Re( 8 + Ji)) {sinh(2 Re Ji) cos(Im(8 + Ji) )el 

- sinh(2 Re Ji) sin(Im(8 + Ji) )e2 

+[cos(2ImJi) cosh(Re(8 + Ji)) - cosh(Re(8 - Ji))]e3} , 

where csch x = 1/ sinh x and sech x = 1/ cosh x. 

PROOF. We can compute the normal (;3 of j", by using Equation (l.5). Then 
we can rewrite the new CPC surface j" = f" + A",a", as follows: 

(2.3) 

We set j = j" + (;3, f = f", + e3· Then A"a", - e3 + (;3 is 9 defined as in Equation 
(2.2). And clearly f and j define CMC surfaces. ~ 

Naturally, from the above theorem, we can define a Bianchi-Backlund transfor­
mation of a CMC surface: 

DEFINITION 2.1. Let f and j be as in Theorem 2.1 with paremeter either Ji E JR 
and Ji = Jil + in /2 with Jil E JR. Then j is called a Bianchi-Backlund transform of 

the CMC surface f. In particular, we call j defined by the parameter Ji E JR (resp. 

Ji = Jil + in /2 with Jil E JR) a real Bianchi-Backlund transform of a CMC surface 
(resp. imaginary Bianchi-Backlund transform of a CMC surface). 

In Figure 1, a new surface, which is an imaginary Bianchi-Backlund transforma­
tion of a nodoidal.Delaunay surface, is again topologically a cylinder, i.e. the surface 
is well-defined on §2 \ {PbP2}. In the case of a real Bianchi-Backlund transforma­
tion of a nodoidal Delaunay surface, for any parameter Ji E JR and (xo, Yo) E JR2, 
the surface cannot be well-defined on §2 \ {Pl,P2}' 



3. EQUIVALENCE OF THREE TRANSFORMATIONS 

FIGURE 1. Imaginary Bianchi-Backlund transformation of a 
nodoidal Delaunay surface. Figures are constructed using the 
CMC-Lab program [53] . 

3. The equivalence of Bianchi-Backlund transformations, Darboux 
transformations and the simple type dressings of CM C surfaces 

37 

In this section we prove the equivalence of three transformations on CMC sur­
faces: Bianchi-Backlund transformations (Definition 2.1), Darboux transformations 
and the simple type dressings. These transformations arise from different contexts: 
the Bianchi-Backlund transformation is defined by complex tangential line congru­
ence, the Darboux transformation is defined by sphere congruence, and the simple 
type dressing is defined by loop group actions. 

From [30], we recall the definition of a Darboux transformation of a CMC 
surface. 

DEFINITION 3.1. (Hertrich-Jeromin, Pedit [30] page 316) If a congruence of 
2-spheres is enveloped by two isothermic surfaces, the correspondence between its 
two envelopes being conformal and curvature line preserving, the surfaces are said 
to form a Darboux pair. Each of the two surfaces is called a Darboux transform of 
the other. 

Here we identify lR3 with the imaginary part 1m lHI of the quaternion algebra 
lHI (see [30]). Then, also from [30], we have necessary and sufficient conditions for 
above definitions to be satisfied. . 

THEOREM 3.1. (Hertrich-Jeromin, Pedit [30)) Let f be a CMC surface with 
mean curvature H, and let r = f + jjn be the parallel CMC surface of f , where 
n is the unit normal vector of f . Let r E lR U ilR \ {O} be a parameter and let ~ be a 
solution of the following Riccati equation with some initial condition (Xl, YI) E lR2 : 

(3.1) 

Then j = f + ~ provides a Darboux trailsform, of f . Converseoly, every .Da.rboux 
transform j of f is obtained this way. In particular, we call j defined by r E lR\ {O} 
(resp. r E ilR \ {O}) a Darboux transform of positive (resp. negative) type. 
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Bianchi-Backlund I Darboux simple type 
real BB I positive DB 0: E iR with (11,h) 

imaginary BB I negative DB 0: E ffi. with (11,12 ) 

TABLE 1. ClassIficatIOn table. Imagmary BB IS the new transformation. 

REMARK 3.2. We consider the distantce between H j and Hr. Then a com­
putation shows that 

(3.2) 

where nand r2 are defined in Theorem 3.1. Therefore we have the condition for r: 

(3.3) 

Then we have the following theorem: 

THEOREM 3.3. (Hertrich-Jeromin, Pedit [30]) Any Bianchi-Backlund transfor­
mation of a CMC surface is a Darboux transformation. 

The converse of Theorem 3.3 was not proven in [30]. Furthermore, Hertrich­
Jeromin and Pedit conjectured that Darboux transformations of negative type are 
not Bianchi-Backlund transformations. 

The simple type dressings on CMC surfaces arise from integrable systems (see 
[9]). Roughly speaking, the simple type dressing is a loop group action to obtain 
the new extended frame of a new CMC surface from a known extended frame of a 
CM C surface. From [9], the equivalence of Darboux transformations and the simple 
type dressings of a CMC surface is known. 

THEOREM 3.4. (Burstall [9]) Any transformation of a CMC surface is a Dar­
boux transformation if and only if it is a simple type dressing. 

Now we prove the main theorem in this paper: 

THEOREM 3.5. Let f be a CMC surface with H = 1/2 in ffi.3 parametrized 
by isothermic coordinates, i. e. the first and second fundamental forms are as in 
Equation (2.1). Then the following are all the same: 

(i) the collection of all Bianchi-Backlund transformations, 
(ii) the collection of all Darboux transformations, 

(iii) the collection of all simple type dressings. 

PROOF. By the previous theorem, we need only show the equivalence of (1) 
and (2). From now on we identify ffi.3 with 1m !HI, thus the immersion f into ffi.3 is 
considered as an immersion into 1m !HI. Let g be the matrix valued function defined 
by Equation (2.2)_ and let r = f + 2n be the prallel surface of f. We set ~ = g. 
li sing a quaternionic calculation, e.g. a· b = - (a, b) -t- a x b with a, b E 1m ihl, and 
the differential equation (1.9) and the Frenet equations (1.3) of the CMC surface 
f, we can show the following equation: when using a parameter (3 E ffi., i.e. a real 
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Bianchi-Backlund transformation, we have 

(3.4) d~ = sinh(fJ)2 ~(dJc)~ - df . 
4 
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When using a parameter fJ = fJ1 + in /2 with fJ1 E ffi., i.e. a imaginary Bianchi­
Backlund transformations, we have 

(3.5) d~ = - cosh(fJd
2 
~(dfc)~ - df . 

4 
Clearly Equation (3.4) (resp. Equation (3.5)) is a Darboux transformation of posi­
tive (resp. negative) type. Therefore all Darboux transformations can be obtained 
in this way. 0 

REMARK 3.6. In Theorem 3.5, we considered CMC surfaces with H = 1/2. 
Thus Equation (3.3) implies that r2 2: 0 or r2 :s -1/4. This condition can be sat­
isfied by the coefficient sinh(fJ)2/4 in Equation (3.4) or the coefficient - cosh(fJ)2 /4 
in Equation (3.5). 

REMARK 3.7. The Darboux transform in Definition 3.1 comes in a real three 
parameter family depending on r E ffi. \ {O} or r E iffi. \ {O} and (Xl, Y1) E ffi.2. 
These parameters correspond to the parameters fJ E ffi. \ {O} or fJ = fJ1 + in /2 with 
fJ1 E ffi. \ {O} and (xo, Yo) E ffi.2 of the Bianchi-Backlund transform in Theorem 2.1 
(and also to the ex E iffi. \ {O} or ex E ffi. \ {O} and L = (1 1 ,12 ) E ffi.2 in the simple 
type dressing (see [9])). 





CHAPTER 3 

Constant mean curvature surfaces with Delaunay ends in 
3-dimensional space forms. 

1. Conformal immersions into three dimensional space forms 

1.1. Preliminaries and notation. Let M be a Riemann surface and G a matrix 
Lie group with Lie algebra (g, [,)). For 0, (3 E n1(M,g) smooth I-forms on M 
with values in g, we define the g-valued 2-form [0/\ (3](X, y) = [o(X), (3(Y)] -
[o(y), (3(X)], X, YET M. Let Lg : h M gh be left multiplication in G, and 
B : TG --+ g, Vg M (dLg-l)gvg the (left) Maurer-Cartan form. It satisfies the 
Maurer-Cartan equation 

(1.1 ) 2 dB + [B /\ B] = O. 

For a map F : M --+ G, the pullback 0 = F*B also satisfies (1.1). The Maurer­
Cartan Lemma asserts that if N is a connected and simply connected smooth 
manifold, then every solution 0 E n1(N,g) of (1.1) integrates to a smooth map 
F : N --+ G with 0 = F*B. 

We complexify the tangent bundle T M and decompose T M C = T'M @ TI! M 
into (1,0) and (0,1) tangent spaces and write d = 8 + a. Dually, we decompose 

n1(M,gC) = n'(M,gC) EB nl!(M,gC), 

and accordingly split n1 (M, gC) 3 w = w' + wI! into (1,0) part w' and (0,1) part 
wI!. We set the *-operator on n1(M,gC) to 

*",,' = -i:.../ + iwl!. 

1.2. Euclidean three space. We fix the following basis of S[2(C) as 

(1.2) ( 0 0) (0 1) (-i 0) E_ = -1 0 ,E+ = 0 0 and E = 0 i 

and will denote by (. , .) the bilinear extension of the Ad-invariant inner product of 
SU2 to su~ = S[2(C) such that (E, E) = 1. We further have 

(E_, E_) = (1'+, 1'+) = 0, f~ = -1'+, 

[1', c] = 2ic, [E+, E] = 2if+ and [c, 1'+] = if. 
(1.3) 

We identify Euclidean three space ]R3 with the matrix Lie algebra SU2' The double 
cover of the isometry group under this identification is SU2 D< SU2' Let II aenote 
the stabiliser of I' E SU2 under the adjoint action of SU2 on SU2' We shall view the 
two-sphere as S2 = SUd1l'. 

41 
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LK'vL'vIA 1.1. The mean curvature H of a conformal immersion f : N1 ---+ SU2 is 
given by 2 d * df = H [df 1\ df]. 

PROOF. Let U C M be an open simply connected set with coordinate z : U ---+ 
C. Writing df' = fzdz and df" = fzdz, conformality is equivalent to (fz, fz) = 
(f z, fz) = 0 and the existence of a function v E Coo (U, ]R+) such that 2 (f z, fz) = v 2

• 

Let N : U ---+ SUdlI' be the Gauss map with lift F : U ---+ SU 2 such that N = F f. F- 1 

and df = vF(cdz + f.+dz)F- 1. The mean curvature is H = 2v-2 (fzz, N) and the 
Hopf differential is Q dz 2 with Q = (f zz, N). Hence [df 1\ df] = 2i v 2 N dz 1\ dz. Then 
a = F-1dF is given by 

(1.4) a = 2
1v (( _v2 H dz - 2Qdz)ic + (2Qdz + v 2 H dz)if.+ - (vzdz - vzdz)if.) . 

This allows us to compute d * df = iv2 H N dz 1\ dz and proves the claim. 0 

The Maurer-Cartan equation 2da + [a 1\ a] = 0 decomposes into f.± components 

(1.5) 

called the Codazzi equations, and into an f. component 

(1.6) v-1vzz - v-2vzvz + ~v2 H2 - v- 2 1Q1 2 = 0, 

the Gauss equation. For u = 2logv, (1.6) reads U zz + ~eu H2 - 2e-u 1Q1 2 = O. 

1.3. The three sphere. We identify the three-sphere 53 c ]R4 with 53 =:! SU 2 x 
SUdD, where D is the diagonal. The double cover of the isometry group SO(4) is 
S U 2 X S U 2 via the action X f--t F X C-1 . Let (".) denote the bilinear extension of 
the Euclidean inner product of]R4 to ([4 under this identification. 

LEMMA 1.2. Let f : M ---+ 53 be a conformal immersion and w = f-1df. The 
mean curvature H of f is given by 2 d * w = H [w 1\ w]. 

PROOF. Let U C M be an open simply connected set with coordinate z : U ---+ 
C. Writing df' = fzdz and df" = fzdz, con formality is equivalent to (fz, fz) = 
(fz, fz) = 0 and the existence of a function v E Coo(U, ]R+) such that 2(fz, fz) = v 2

. 

By left invariance, (w', w') = (df', df'), so conformality is (w', w') = O. Take 
a smooth lift, that is, a pair of smooth maps F, C : U ---+ SU2 such that f = 
FC- 1, df = vF (cdz + f.+dz) C- 1 and N = F f. C-1 . Setting a = F-1dF, (3 = 
C-1dC, a computation gives 

(1.7) 
a = (-~v(H + i)dz - v-1Qdz)ic 

+(v-1Qdz + ~v(H - i)dz)if.+ 
-(~v-l(vzdz - vzdz))if., 

(3 = (-~v(H - i)dz - v-1Qdz)ic 
+(v-1Qdz + ~v(H + i)dz)if.+ 

-(~v-l(vzdz - vzdz))if.. 

Using w = C(a-(3)C- 1 we obtain d*w = iv2 HCf.C- 1dzl\dz. On the other hand, 
[w 1\ w] = 2iv2C f. C-1dz 1\ dz, proving the claim. 0 

The Codazzi-equations are the same as in (1.5), while the Gauss equation 
becomes 

(1.8) 
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1.4. Hyperbolic three space. We identify hyperbolic three-space H3 with the 
symmetric space SL2 (C) jSU 2 embedded in the real 4-space of Hermitian symmetric 
matrices as [gJ Y 9 g*, where g* denotes the complex conjugate transpose of g. 
The double cover of the isometry group SO(3,1) of H3 is SL2 (C) via the action 
X f--t FXF*. 

LEMMA 1.3. For a conformal immersion f : M -+ H3 and w = f- 1df, the 
mean curvature H is given by 2 d * w = i H [w /\ wJ. 

PROOF. Let U c M be an open simply connected set with coordinate z : U -+ 
C. Writing dj' = fzdz and df" = fzdz, conformality is equivalent to (fz, fz) = 
(fz, fz) = 0 and the existence of a function v E C= (U, IR+) such that 2(fz, fz) = v 2 . 

Take a smooth lift F : U -+ SL2 (C) such that f = F F*, df = vF(cdz - f.+dz)F*, 
and N = -F if. F* for the normal. Setting a = F- 1dF, a computation gives 

a = (~v(H + l)dz + v-1Qdz)c + (v- 1Qdz + ~v(H - l)dz)f.+ 
(1.9) 

-(~v-1(vzdz - vzdz))ic 

Then w = F*-1(a + a*)F* together with a + a* = v(cdz - f.+dz) gives [w /\ wJ = 
-2iv2 F*-1 f. F*dz /\ dz. On the other hand, d * w = v 2 HF*-1 f. F*dz /\ dz. 0 

The Codazzi equations are the same as in (1.5), while the Gauss equation 
becomes 

(1.10) 

A direct consequence of the Codazzi equation is that when the mean curvature is 
constant, the Hopf differential is holomorphic. If (v, H, Q) is a solution of a Gauss 
equation, then so is (V,H,>..-1Q) for all 1>"1 = 1. Since the invariants (v,H,Q) 
determine an immersion up to isometries, a CMC surface comes in an 5 1-family, the 
associated family. 

2. Loop groups 

We introduce variolls loop groups, stat" th" Iwasawa decomposition and recall 
the dressing action [10J in our context. For expository accounts consult [1], [27J and 
[51J. 

For each real 0 < r :S 1, the circle, open disk (interior) and open annulus are 
denoted respectively by 

Cr = {>.. E C: 1>"1 = r}, Ir = {>.. E C: 1>"1 < r} and Ar = {>.. E C: r < 1>"1 < Ijr}. 

The r-loop group of SL2(C) are the smooth maps of Cr into SL2(C): 

Ar SL2 (C) = C=(Cr , SL2 (C)). 

The Lie algebras of these groups are Ar sI2 (C) = C=(Cr ,S[2(C))' We will use the 
following two subgroups of Ar SL2 (C): 

(i) For f.+ defined in (1.2) let 

B = {B E SL2 (C) : tr(B) > 0 and AdB(f.+) = pf.+, P E IR~} , 
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and define the positive r-loops 

A;:SL2(C) = {B E ArSL2 (C) : B extends analytically to 

B : Ir ---+ SL2(C)and B(O) E B}. 
-~~t 

(ii) For F : Ar ---+ SL2 (C) define F* : Ar ---+ SL2(C) by F* : >. f-t F(I/>.) , and 
denote the r-unitary loops by 

A~SL2(C) = {F E ArSL2(C) : F extends analytically to 

F : Ar ---+ SL2(C) and F* = F- 1 } . 

Note that F E A~SL2(C) implies Flsl E SU2. For r = 1 we omit the sub­
script. Replacing SL2(C) by GL2(C), we define the analogous loop Lie subgroups 
of ArGL2 (C). In this case, the subgroup B c GL2(C) consists of matrices with 
det B > 0, tr B > ° and Ad B (E+) = P E+ for some positive real number p, and 
A~GL2(C) consists of FE Ar GL2(C) that extend analytically to F : Ar ---+ GL2(C) 
and satisfy F* = det(F) F- 1. Corresponding to all the above subgroups, we anal­
ogously define Lie subalgebras of Ar912(C)' 

2.1. Iwasawa decomposition. Multiplication A~SL2(C) xA;- SL2(C) ---+ ArSL2(C) 
is a real-analytic diffeomorphism onto [46] (with respect to the natural smooth man­
ifold structure, as in [47] and Chapter 3 of [51]). The unique splitting of an element 
it> E Ar SL2 (C) 

it>=FB, 

with F E A~SL2(C) and B E A;:SL2(C), will be called Iwasawa (or r-Iwasawa) 
decomposition. Since BnSU2 = {Id}, also A~SL2(C) nA;-SL2(C) = {Id}. The nor­
malization B(O) E B is a choice to ensure uniqueness of the Iwasawa factorization. 
We call F the r-unitary part of it>. 

2.2. Dressing action. The dressing action of A;-SL2(C) on A~SL2(C) is the com­
position of left multiplication and Iwasawa decomposition. For h E A;:SL2 (C) and 
F E A~SL2(C) let 

(2.1) hF = (h#rF) B 

be the Iwasawa decomposition in ArSL2(C) with h#rF E A~SL2(C)' We say h#rF 
was obtained by r-dressing F by h. 

3. HoloIDorphic potentials 

Replacing Q f-t >.-1Q in the Maurer-Cartan forms (1.4), (1.7) and (1.9) gives 
AsI2 (C)-valued I-forms of the form 

(3.1) a>. = (a~ + >.an c + (>.-1a~ + a~) E+ + (a; + a~) E. 

Then 2 da>. + [a>. /\ a>.] = 0 decouples into c, E+ and E components 

(3.2) 

(3.3) 

(3.4) 

>'da~ + 2i>'a~ /\ a~' = 2ia~ /\ a~ - da~, 

>.-1da~ + 2i>.-1a~ /\ a~ = 2ia~ /\ a~ - da~, 

da~ + ia~ /\ a~ = ia~ /\ a~ - da~. 
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As the left sides of (3.2) and (3.3) are ..\ dependent while their right sides are not, 
both sides of (3.2) and (3.3) must be identically zero. Maps FA : M -t A~SL2(C) 
for which F;:ldFA is of the form (3.1) will be called r-unitary frames. Define 

Fr(M):= {FA: M -t A~SL2(C) : FA is an r-unitary frame}. 

If FA E Fr(M) then a A = F;:ldFA is sU2-valued for ..\ E 51 and hence a~ = a;, 
a~ = a~ and a~ = a~. In the following Lemma we recall a method from [21] that 
generates r-unitary frames. Define 

A;lS[2(C) = {~E Ar S(2(C) : ~ = L ~j..\j, j :::: -1, ~-=1 E C C9 E+} 
and denote the holomorphic I-forms on M with values in A;lS[2(C) by 

ArD(M) = {~ E D/(M, A;lS[2(C)) : d~ = O}. 

LEMMA 3.1. Let M be a simply connected Riemann surface and ~ E ArD(M) 
and <I> be the solution of d<I> = <I>~ with initial condition <I>o E A r SL2 (C) at Zo E M. 
Then the map F obtained by Iwasawa decomposing <I> = F B pointwise on M is an 
r-unitary frame. 

PROOF. Expand B = L Bj..\j, j :::: 0 and define a = F- l dF. Then a = 
B~B-l - dBB- l . Now a l = Bf,B- l - dBI B-1 and a" = -dB" B- 1, so the 
..\-1 coefficient of a l can only come from AdBo(~-d. If we set f,-1 = aE+ for 
a E Dl (M,C), then AdBo(f,-I) = paE+ for some function p : M -t lB.:+-. So 
equation (3.1) will hold if a" has no c component. But a" = -dB" B- 1 and thus 
the ..\0 coefficient comes from -dB~ BOl, which has no c component. This proves 
the claim. 0 

4. The Sym-Bobenko Formulas 

Given an r-unitary frame, an immersion can be obtained by formulas first found 
by Sym [60) for pseudo-spherical surfaces in IB.3 and extended by Bobenko [6) to 
CMC immersions in the three space forms. Our formulas differ from these, since we 
work in untwisted loop groups. Let aA = a/a..\. 

THEOREM 4.1. Let M be a simply connected Riemann surface and FA E Fr(M) 
an r-unitary frame for some r E (0,1). 
(i) Let H E IB.*. Then for each ..\ E C l , the map f : M x Cl -t IB.3 defined by 

(4.1) fA = -2i..\H- l (aAFA)F;:1 

is a (possibly branched) conformal immersion M -t IB.3 with constant mean curva­
ture H. 
(ii) Let f.J, E C l , f.J, -::j:. 1. Then for each ..\ E C l , the map f : M x C l -t 53 defined by 

(4.2) fA = Fp,AF;:1 

is a (possibly branched) conformal CMC immersion into 53 with H = i (1 + f.J,) / (1- f.J,). 

(iii) For s E [r,l) and any ..\ E C s , the map f : M x Cs -t H3 defined by 
-t 

(4.3) fA = FAFA 



46 3. CMC SURFACES IN SPACE FORMS 

IS a (possibly branched) conformal CMC immersion of Minto H3 with H = (1 + 
s2)/(1 - S2). 

PROOF. (i) Expand aA = y;ldFA as in (3.1). Differentiating (4.1) gives 

dfA = 2iH- 1 FA (A -1 a~ E+ - Aa~ c )F;I. 

Hence (dfL df~) = 0 by (1.3), proving conformality. 
Branch points occur when AdFA (A -1 a~ E+ - Aa~ c) vanishes. Clearly f>. takes 

values in SU2 for IAI = 1. Further, [df>. 1\ df>.] = (8i/H 2
) a~ 1\ a~AdFA(E). Using 

(3.2) and (3.3) we obtain d*df>. = (4i/H)a~ l\a~AdFA(E). By Lemma (1.1), this 
proves (i). 
(ii) Write aA = FA-

1dFA as in (3.1). Then for WA = r;ldf>. we obtain 

WA = AdFA(aI'A - aA) = AdFA (A- 1(p-l - l)a~E+ + A(p- l)a~c). 

Thus (w~, w~) = 0 by (1.3), proving conformality. Further, using (3.2) and (3.3) 
gives d * WA = (p- p-l )a~ 1\ a~ AdFA (E) while [WA 1\ WA] = -2i(1 - p-l )(1 - p)a~ 1\ 

a~AdFA(E). Using Lemma 1.2 yields the formula for H. 

(iii) Let WA = f;:ldf>.. Since FA satisfies F* = F- 1, we have F/ = Fl/~ and 

df>. = FA(aA - a1/>.JF/ = (A - ).-I)FA(a~c - a;E+)F/, 

proving conformality (df~, df~) = 0 by (1.3). Further [WA I\WA] = 2i(A _ ).-1)()._ 
A-I )a~ I\a~ AdF1/x (E) while d*WA = (A). - A-I). -1 )a~l\a~ AdF1/ x (E). Using Lemma 
1.3 yields the formula for H and concludes the proof of the theorem. 0 

5. The generalized WeierstraB representation 

Summarizing the above, by combining Lemma 3.1 and Theorem 4.1, CMC sur­
faces can be constructed in the following three steps: Let ~ E ArO(M), Zo E M and 
<1>0 E Ar SL2(<C). 
1. Solve the initial value problem 

(5.1) 

to obtain a unique holomorphic frame <1> : M -+ Ar SL2(<C). 
2. Iwasawa decompose <1> = F B pointwise on M to obtain a unique F E Fr(M). 
3. Insert F into one of the Sym-Bobenko formulas (4.1), (4.2) or (4.3). 

We call a triple (~, <1>0, zo) WeierstrajJ data. A potential ~ E ArO(M) has an 
expansion, with closed forms a, b E 0' (M, <C), of the form 

(5.2) ~ = (b + O(A)) c + (A -la + 0(1)) E+ + 0(1) E. 

The metric of the resulting CMC immersions is a nowhere vanishing multiple of 
lal 2 . The Hopf differential of the resulting CMC immersion is a constant multiple 
of the quadratic differential abo To avoid branch points in examples we choose a 
closed form a E O~(M,C*) and prescribe the umbilics as the roots of a closed form 
bE O'(M,<C). 

If the initial condition <1>0 E Ar GL2(<C), then <1> : M -+ Ar GL2(<C). The corre­
sponding Iwasawa decomposition [51] of Ar GL2 (<C) yields a unique map F : M -+ 
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FIGURE 1. Smyth surfaces in lR3 , S3 and H3. 

A~GLz(C) and the Sym-Bobenko formulas (4.1), (4.2) and (4.3) must be modified 
and become, respectively, 

(5.3) 

(5.4) 

(5.5) 

1>. = - 2i)"H- 1 ((o>.F>.)F;:l - tr((o>.F>.)F;:l)Id) , 

I 
1>. = V det(F>.F;}) FJl.>.F;:l and 

1>. = IdetF>.r1F>.F/. 

The map (C <Po, zo) t-+ Fr(M) is surjective [21]. Injectivity fails, since the gauge 
group 

(5.6) 9r(M) = {g : M -+ A~SLz(C) holomorphic } 

acts by right multiplication on the fibers of this map: Indeed, on the holomorphic 
potential level, the gauge action ArD(M) x 9r(M) -+ Arf2(M) is 

(5.7) ~.g = g-l~ 9 + g-ldg . 

By Proposition 2.9 of [10], the dressing action (2.1) descends to Fr(Ji,I) and 
in the context of the generalized Weierstraf3 representation is the variation of the 
initial condition in (5.1) by left multiplication of ArSL2 (C) or ArGLz(C). 
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Examples. We give the WeierstraB data for well known simply connected sur­
faces . 

• Spheres. The triple (>1 -l c+dz, Id, 0) yields F = (1 + zz)-1/2(Id + zA -l c+ + zAL), 
which inserted into (4.1), (4.2) or (4.3) yields round spheres in lE.3 , S3 or H3 . 

• Smyth surfaces. Define ~ = (A -1 c+ - cz k L )dz on M = CC, for c E CC* and 
kEN U {O}. Then (~, Id, 0) yields surfaces with intrinsic rotational symmetry [7], 
called Smyth surfaces [57]. In the lE.3 case, they are proper and complete [62]' and 
their asymptotics are investigated in [6]. In Figure 1 we display Smyth surfaces in 
lE.3 , S3 and H3 with c = t and k = 1. When the target space is lE.3 (respectively 
S3, H3), we chose Ao = 1 (respectively J.l = A02 = -1, Ao = 8/25). In all three 
target spaces, 1>0 = Id and Zo = 0. 

For viewing surfaces in S3, we stereographically project S3 from its north pole to 
lE.3 U {DO}. For surfaces in H 3 , we use the Poincare model, which is stereographic 
projection of the Minkowski model in Lorentz space from the point (0,0,0, -1) to 
the 3-ball of points (0, x, y, z) E lE.3 ,1 such that x 2 + y2 + Z2 < 1, equivalent to the 
3-ball of points (x, y, z) E lE.3 such that x2 + y2 + z2 < 1. The graphics are produced 
by the fourth author's cmclab [53]. 

6. Invariant potentials & Monodromy 

Let M be a connected Riemann surface with universal cover M --+ M and let ~ 
denote the group of deck transformations. Let ~ E ArO(M) be a potential on M. 
Then "(*E, = ~ for all "( E ~. Let 1> : M --+ Ar SL2(CC) be a solution of the differential 
equation d1> = 1>~. Writing "(*1> = 1> 0"( for "( E ~, we define X("() E Ar SL2(CC) 
by X("() = (,,(*1»1>-1. The matrix X("() is called the monodromy matrix of 1> 
with respect to T If 'l1 : M --+ Ar SL2 (CC) is another solution of d1> = 1>E, and 
X("() = ("(*'l1) 'l1- 1 , then there exists a constant C E Ar SL2 (CC) such that 'l1 = C1>. 
Hence x("() = CX(,,()C- 1 and different solutions give rise to mutually conjugate 
monodromy matrices. 

A choice of base point io E M and initial condition 1>0 E Ar SL2(CC) gives 
the monodromy representation X : ~ --+ Ar SL2 (CC) of a holomorphic potential E, E 

ArO(M). Henceforth, when we speak of the monodromy representation, or simply 
monodromy, we tacitly assume that it is induced by an underlying triple (E" 1>0, io). 
Note that the invariance "(* ~ = ~ for all "( E ~ is equivalent to dX = 0, ensuring 
that the monodromy is z-independent and thus well defined. It is shown in [16] 
that CMC immersions of open Riemann surfaces M can always be generated by such 
invariant holomorphic potentials. 

If 1> = FE is the pointwise Iwasawa decomposition of 1> : M --+ Ar SL2(CC), 
then we shall need to study the monodromy of F to control the periodicity of the 
resulting CMC immersion given by (4.1), (4.2) or (4.3). A priori, we are not assured 
that the quantity 1l("() = ("(* F)F-1 is z-independent for all "( E ~. When X is 
A~SL2(CC)-valued -for all "( E ~, then by uniqueness of the Iwasawa decomposition, 
one sees that X = 1l. Assuming 1l is z-independent, there are well known closing 
conditions for the CMC immersions, first formulated in [15] for the target lE.3 . 
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THEOREM 6.1. Let !VI be a Riemann surface with universal cover M, and let 
FE Fr(M) be an r-unitary frame on M with monodromy 1-l : ~ -+ A~SL2(q. 
(i) Let fA be as in (4.1) and >'0 E C1 . Then "f* fAo = fAo for all "f E ~ if and only 
if 1-l(,,()IAo = ±Id and oA1-l(,,()I Ao = 0 for all "f E ~. 

(ii) Let fA be as in (4.2) and /1, >'0 E C1 . Then "f* fAo = fAo for all "f E ~ if and 
only if 1-l(,,()I AO = 1-l(,,()I"AO = ±Id for all "f E ~. 

(iii) Let fA be as in (4.3) for s E [r, 1) and >'0 E Cs · Then "f* fAo = fAo for all "f E ~ 
if and only if 1-l(,,()IAO = ±Id for all "f E ~. 

PROOF. The above closing conditions (i) - (iii) are immediate consequences of 
the Sym-Bobenko formulas (4.1), (4.2) and (4.3). 0 

The closing conditions in Theorem 6.1 are invariant under conjugation. Fur­
thermore, Theorem 6.1 also holds when (4.1), (4.2) or (4.3) are replaced respectively 
by (5.3), (5.4) or (5.5), and F and 1-l take values in A~GL2(q. 

7. Cylinders and DelawlaY surfaces 

We apply the preceeding ideas and derive Weierstraf3 data for CMC cylinders 
in the three dimensional space forms. The domain will be the Riemann surface 
M = C*. Hence the group of deck transformations is generated by 

(7.1) T : log Z M log Z + 27ri . 

7.1. ROlllld cylinders. Define ~ = (>.-l aE+ - ac)z- l dz, a E IE.. Then (~,Id, 1) 
yields the unitary frame 

F = exp (logz(>.-laE+ - ac) -logz(aE+ - .\ac)) 

with monodromy t-l(T) = exp (27ria((1 + .\-l)E+ - (1 + .\)c)). 
When the target is lffi.3 we choose >'0 = 1 and a = 1/4; for S3 we choose 

.\0 = e- i8 , /1 = e2i8 for BE lffi. and a = 1/(2.J2 + 2cosB); for H3 we choose.\o = eq 

for q E lffi.* and a = 1/(2.J2 + 2coshq). In each case, the appropriate condition of 
Theorem 6.1 holds and thus the resulting maps fAo given by the corresponding Sym­
Bobenko formula are conformal CMC immersions defined on C*. Inserting F into 
equations (4.1), (4.2) or (4.3) yields explicit parametrizations of round cylinders. 
In S3, each cylinder becomes a covering of a torus, since its geodesic axis in S3 is 
closed. Round cylinders are members of the family of Delaunay surfaces to which 
we turn next. 

7.2. Delallllay surfaces. Delaunay surfaces are CMC surfaces of revolution. In 
the Euclidean case, these surfaces are described via the generalized Weierstraf3 rep­
resentation in detail in [35]. Analogous arguments to those in [35] show that the 
Weierstrai3 data below generate also Delaunay surfaces in ..,3 and H3. Al);erna­
tively, since we compute Delaunay frames in section 11, one can explicitly verify 
this. For more details on Delaunay surfaces in the space forms we refer to [42], [43] 
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and [58], to name just a few references. We give the Weierstra!3 data here: Define 
for a, b E C, C E IR 

(7.2) A = iCE + (a.A- 1 + b)E+ - (a.A + b)c. 

Then (z-l Adz, Id, 1) gives <I> = exp(A log z) with unitary monodromy exp(21TiA). 
The closing conditions (i) - (iii) of Theorem 6.1 are respectively: 
• For IR3 , we choose .Ao = 1 and a, b E C, C E IR so that 

(7.3) c2 + la + W = 1/4 and ab E IR. 

• For 53, we choose .Ao = e- iB
, J..t = e2iB for 0 E (O,~] c IR and a, bE C, c E IR so 

that 

(7.4) c2 + la + W - 4absin2(O/2) = 1/4 and ab E lE.. 

• For H 3 , we choose .Ao = eq for q E IR* and a, b E C, c E IR so that 

(7.5) c2 + la + bl 2 + 4absinh2(q/2) = 1/4 and ab E lE.. 

EXAMPLE 7.1. Figure 1 depicts Delaunay surfaces in IR3 , 53 and H3. These are 
obtained from Weierstrafl data (z-l Adz, Id, 1) with c = 0 and the following data: 
IR3: a = .4, b = .1 and .Ao = 1; 53: a = .077, b = .442579 and J..t = .A0

2 = ei7r
/

2
; 

H3: a = 1/(2v'34), b = )2/17 and .Ao = 1/4. 

7.3. Weights. Let 'Y be an oriented loop about an annular end of a CMC surface 
in IR3 or 53 or H3, and let Q be an immersed disk with boundary T Let 1) be the 
unit con or mal of the surface along 'Y and let v be the unit normal of Q, the signs 
of both of them determined by the orientation of ,,(, and let H denote the mean 
curvature. Then the flux of the end with respect to a Killing vector field Y (in IR3 

or 53 or H 3 ) is 

(7.6) 

When the end is asymptotic to a Delaunay surface with axis £ and Y is the Killing 
vector field associated to unit translation along the direction of £, we abbreviate 
w(Y) to wand say that w is the weight of the end. This weight w changes sign 
when the orientation of'Y is reversed, but otherwise is independent of the choices 
of'Y and Q and hence a homology invariant [43]' [42]. (Since the mean curvature 
in [43] and [42] is defined as the sum of the principal curvatures, rather than the 
average, we must replace H by 2H in the formulas for the weights there.) 

As the unitary Delaunay frame has the simple form FI S' = exp( iA arg z) for 
z E 51, the image of 51 under the resulting immersion is a geodesic circle which 
can be explicitly computed. Also, one can explicitly compute the normal vector to 

the surface along the image of 51, allowing us to compute the weights of Delaunay 
surfaces: 
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LEMMA 7.1. The weights of Delaunay surfaces in lE.3 , S3 and H3 generated by 
Weierstraj] data (Z-l Adz, Id, 1) are given respectively by the following quantities: 

16ab 
W = THT' 

(7.7) 
16ab 

W = -y'r::HO::=;2""+=1' 

16ab 
W = -y'r::HO::=;2""_===1 

PROOF. Because <I> = exp(logz A) E A~SL2(q when Izl = 1, by uniqueness of 
the Iwasawa factorization, also F = exp(log z A) on Sl. Thus by the Sym-Bobenko 
formulas for the CMC immersion f and by the formulas for the normal N in the 
proofs of Lemmas 1.1, 1.2 and 1.3, we also know f and N explicitly for z E Sl. 
Hence, defining 'Y to be the counterclockwise loop about the circle f({lzl = 1}), 
and choosing Q to be the totally geodesic disk with boundary 'Y, we can explicitly 
compute the weight (7.6). In the case of lE.3 , the computation is as follows: To 
simplify the computations, we may assume without loss of generality that a, b E lE. 
and c = 0, and that both band H are positive, see [35]. Then 

F(z E Sl, >.. = 1) = Re(v'z) Id + i Im(v'z)(E+ - c), 

o>.F(z E Sl)I>'=l = -2ia Im(v'z)(E+ + c), 

and the resulting immersion (4.1) and normal are given by 

f(z E S1, >.. = 1) = -4aH-1 Im(v'z) (Re(v'z)(E+ + c) + Im(v'z) E), 
N(z E S1, >.. = 1) = 2(Re2 (v'z) -1) E - 2 Re(v'z) Im(v'z)(E+ + c). 

It follows that the circular disk Q with boundary 'Y has radius 21a/ HI and normal 
v = i(E+ - E_). Furthermore, Y = v, and 7) = v or 7) = -v when a > 0 respectively 
a < O. Then 

w(Y) = ~ ( r (7), Y) _ 2H r (v, Y)) = 8a _ 16a
2 

= 16ab. 
7r i"{ i Q H H H 

D 

COROLLARY 7.2. The weights of Delaunay surfaces in lE.3 , S3 or H3 are subject 
to the following bounds, respectively: 

(7.8) 

1 
W::; THT' 

-2(JH2 + 1 + IHI) ::; w::; 2(JH2 + 1-IHI), 

W ::; 2(1HI- JH2 - 1). 

PROOF. For the lE.3 case, by (7.3) it follows that lal 2 + IW + 2ab ::; ~ and so 
4ab ::; ~. Thus w ::; Ihl by the first equation of (7.7). r;:'lle arguIl,eh"" are biIl,ilaf 
for the other two space forms, using (7.4) and (7.5) and the formulas for the mean 
curvature in Theorem 4.1. D 
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An unduloid (respectively nodoid, twice punctured round sphere, round cylin­
der) is produced when ab > 0 (respectively ab < 0, ab = 0, c = 0 and lal = Ibl). 

8. Asymptotics for Delaunay Ends 

We give a sketch of how we prove that a surface has a Delaunay end and 
defer the technical proof to section 12. We must first define some norms: Let 
X(>.) : E ---+ g[2(([:) for E c C and define the operator norm IIXIIE by 

IIXIIE := sup lXI, where IXI:= max V(X w, X w) 
)..EE wEi[2 ;Iwl=l 

with (-, -) the bilinear extension of the standard IR2 inner product. This is a multi­
plicative norm and is equivalent to the Euclidean norm on matrices in g(2(C). 

To show that some associated family g).. has a Delaunay end for>. = >'0, say at 
a puncture z = 0, we compare it to an associated family of Delaunay surfaces ff 
and show that 

(8.1) 
limz--+o Ig)..o - ffo I = 0 
limz--+o Ig)..o - i,PaIIfPaI-l = 0 

for the targets IR3 , 53, 
for the target H3. 

Assume the immersions if, g).. are generated by unitary frames F).. and G).. respec­
tively. Using the Sym-Bobenko formulas (4.1) (4.3) (4.2), the convergence in (8.1) 
is equivalent to 

(8.2) 53 case: IGI")..(a;:lF)..-G~{FI")..)F;:ll ~ o. 
IR3 case: [F).. fh (F;:l G)..) C-;l[ } 

H3 case: IG).. (G/F/- ' _ G:;:l F)..) F/IIF)..F/I-
1 

Z ---; 0 

Sufficient conditions for (8.2) to hold are: 118)..(F;:lG)..)llc1 ---+ 0 as z ---+ 0 for IR3; 
IIF;:lG).. - Idlb ---+ 0 as z ---+ 0 for 53; IIF;:lG).. - Idllcl>'ol ---+ 0 as z ---+ 0 for H3. 

REMARK 8.1. We prove only a weaker "relative" convergence in the H3 case. 
Since 1>'0 I =f. 1 in this case, IF).. I and IG)..I do not remain uniformly bounded on CI)..n I, 
as they will for the other two targets, restricting us to the weaker result in H3. Here 
is only one of several places where I >'0 I =f. 1 makes the H3 case signijigantly different 
from the other two cases. 

While the extended unitary frame of a Delaunay surface can be computed, see 
section 11, these conditions above remain hard to check since G).. is generally not 
explicitly known. If the unitary frames are somehow related, one can say more. A 
sufficient condition for this to be the case is if the potentials are related as follows: 
Let A be as in (7.2) and assume that g).. and if are generated by potentials 7] 

respectively Az-1dz, and that 7] = Az-1dz + {) with {) holomorphic in a neighbour­
hood U of z = o. If we write zA = exp(Alogz), then we modify in Lemma 8.2 
il well-known result from the theory of regular singular points which asserts that 
there exists a solution of diJ! = iJ! 7] of the form 

(8.3) iJ! = zA P 
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with a map P = P(z, A) that is holomorphic in U and P(O, A) = Id. 

LEMMA 8.2. Let U be an open neighbourhood of Ze E C, U* = U \ {ze} and 
p E (0,1). Suppose that ~ E Arf!(U*) for all r E (p, 1/ p) has a simple pole at Ze 
and the following expansion in Z at Ze: 

~ = A (z - ze)-ldz + L ~j(A)(Z - ze)j dz, 
j?O 

where A = A(A) and AD are as in Subsection 7.2 and either (7.3) or (7.4) or (7.5) 
holds. Then there exists an ro E (p,l) and an open set V wzth Ze EVe U and a 
map P : V -t Ar SL2 (C) for all r E (ro, 1) U (1, l/ro) such that P = I + O((z - ze)l) 
at Ze and 

(8.4) 

Furthermore, P is holomorphic in Aro except at a finite number of points in C1 . In 
the case that ~O(A) == ° and R < min([Ao[±l) and that AD and A are chosen so that 
(7.5) holds, then ro can be chosen strictly less than min([Ao [±1). 

PROOF. As this result is well known (see [17], for example), we merely outline 
the proof. Setting P = 2:k?0 Pk(z - ze)k yields the recursive equations 

(8.5) 
k-l 

kPk - [Pk'~-l] = LPj~k-l-j, k:::: 1, Po = Id. 
j=O 

The solvability for all Pk follows from the fact that the difference of the two eigen­
values of A over C1 is an integer at only isolated points. The series for P converges 
by standard ODE arguments, see [29], [22]. 

In fact, P is defined and holomorphic in A and det P = 1, for any nonzero 
A =I- Ak,±, where 

with Y = ° or Y = sin2(B/2) or Y = - sinh2(q/2) for lE,3 or S3 or H 3 , respectively. 
Defining P = {Ak,± : [Ak,± [ < I}, then ro can be chosen to be the maximum norm 
of elements in P. 

When ~o = 0, then, with k = 1 in Equation (8.5), we find that Pi = 0, and hence 
Pis nonsingular at Al,±. Since AD is in the set {Al,+, Al,-}, the final statement of 
the lemma follows. 0 

Returning to the asymptotics, let us put Lemma 8.2 to work. Let IJ1 be the 
special solution in (8.3). If IJ1 = G Band zA = FDBD are the pointwise r-Iwasawa 
dpcomposit.ions in U* = U \ {O} for r close to 1, then (8.3) yields an r-Iwasawa 
splitting 

(8.6) 
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Since Iwasawa splitting is an analytic diffeomorphism that preserves C 1 convergence 
(see [51]), it suffices to show 

(8.7) lim IIBD PBj)l - Idllcr = 0, lim Ilo>.(BD PBj)l)llcr = 0 
z~o z~o 

to conclude that 

(8.8) 

Then if AD EAr, the convergence in (8.1) is shown. (The H3 case is more difficult, 
because then AD (j. Ar , but we remedy this in Theorem 8.3 and its proof in section 
12.) 

The convergence in (8.7) can be analysed since we know enough about the 
map P(z, A) and we explicitly know BD from Theorem 11.1. This is the essential 
idea behind the following asymptotics result, which we state and prove for general 
solutions \II of d\II = \II~ in Ar GL2 (C). 

THEOREM 8.3. Let U be an open neighborhood of Ze E C, and A as in (7.2) 
with ab i= O. Let 

~ = A(z - ze)-ldz + L ~i(A)(Z - ze)idz E ArD(U). 
i?O 

Let P be as in Lemma 8.2 satisfying (8.4). Suppose l' < 1 is chosen so that P 
is nonsingular on Ar \ C1 . Let G be the r-unitary frame obtained from r-Iwasawa 
splitting a solution \II E Ar GL2 (C) of d\II = \II ~ that is defined on Ar with det(\II) i= 0 
on Ar \ C1 , and let F be the r-unitary frame obtained from splitting \II p-l. 

Suppose that the monodromy matrices of F and G around Ze both satisfy the 
appropriate closing condition of Theorem 6.1. Denoting by f and g the correspond­
ing CMC immersions (5.3) (5.4) (5.5) for the appropriate spaceform, we conclude in 
each of the following cases (i) - (iii) below that f is an end of a Delaunay surface 
and 

(8.9) 

for any l' sufficiently close to 1. Furthermore, there exists a small radius E ball 
BE (AD) about AD such that 

(8.10) lim IIF- 1G - IdIIB,(>.o) = lim Ilo>.(F-IG)IIB,(>.o) = O. 
Z---+Ze Z--+Ze 

(i) For the]R3 case assume that (7.3) and choose AD = 1. Suppose that the]R3 weight 
associated to A satisfies 

(8.11) w> -3/IHI. 

(ii) For the S3 case, assume that A satisfies (7.4) and A02 = f-l = e2iB for some 
e E (O,?fl cR· Suppose that the S3 weight associated to A and the S3 mean 
curvatur; H = - cot e satisfy 

(8.12) w>6(H-JH2+1). 
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(iii) For the H3 case, assume that A satisfies (7.5) and Ao = eq for some q < O. In 
addition we require that 

(8.13) [A, ~o] = 0 

holds for all A E C1 . Suppose there exists an s E (O,IAol) so that 1J! E Ar GL2 (C) 
for all r E (s, 1). Suppose that the H3 weight associated to A and the H3 mean 
curvature H = - coth q satisfy 

(8.14) w > 6( J H2 - 1 - H) . 

REMARK 8.4. In the case of H 3, we have IAol < r, in which case it is not clear 
that F, G, f and 9 are even definable at Ao . However, the conditions in case (iii) 
of the theorem imply that they indeed are defined, as we will see in the proof of this 
theorem. 

The inequalities (8.ll), (8.12) and (8.14) seem to be essential, since numerical 
experiments suggest they are precisely the interval of weights for which the corre­
sponding Delaunay surfaces are not bifurcating in the sense of Mazzeo and Pacard 
[45]. 

We prove Theorem 8.3 in section 12, and first discuss examples to which this 
result applies. We present cylinders with one Delaunay end and an arbitrary number 
of umbilics and then turn our attention to trinoids with Delaunay ends in section 
9. 

8.1. Perturbed DelaWlay surfaces. The period problem for the cylinders we 
describe here was solved for the IR3 case in [38], but the asymptotics question is 
resolved here. Let M = C* and ~ = Az- 1 dz with A as in (7.2). Assume that A 
and Ao satisfy (7.3) or (7.4) or (7.5) for the respective target. Let 'f} E Arf!(C). 
By Theorem 8.2, there is a solution of d1> = 1>(~ + 'f}) of the form 1> = zAp with 
entire P : C ---+ Ar SL2(C) for some r E (0,1) arbitrarily close to l. By (8.5), we 
may assume Po = Id. For T as in (7.1), the monodromy of 1> is X(T) = exp(271'iA) E 
A~SL2(C)' because T* P = P. So the monodromy of the unitary part F of 1> under 
r-Iwasawa decomposition satisfies H(T) = X(T), and, by (7.3) (7.4) (7.5), the closing 
conditions (i), (ii) and (iii) of Theorem 6.1 are satisfied. This yields the existence of 
many types of CMC cylinders in IR3 , H 3, and 53. When the target is H 3, we must 
further ensure that F is nonsingular at Ao = eq = A1,+ or A1,_. Choosing C = Id 
and Ze = 0 in Theorem 8.3, and retaining all other notations of Theorem 8.3 we 
arrive at the following: 

COROLLARY 8.5. When A satisfies (8.ll) or (8.12) and the target is IR3 or 53 
respectively, the CMC surface obtained from 1> = exp(Alogz)P has an asymptotically 
Delaunay end at z = O. If A satisfies (8.14) and additionally [A, ~o] = 0, then this 
is also true for the target H3. 

One example of such a CMC surface, looking like a Smyth surface with a De­
launay end added to its head, can be produced with the potential ~ = Az- 'dz + 
a zk c dz, for any a E C* and kEN. See Figure 2 (see also [34] and [38] when 
the target space is IR3 ). We note that ~ is asymptotically the same as the potential 
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FIGURE 2. Perturbed Delaunay surfaces in ]R3, 53 and H3. 

for the Smyth surfaces at z = 00. Furthermore, ~o = 0 and so Corollary 8.5 is 
applicable for all three target space forms, implying that all these surfaces have an 
asymptotically Delaunay end at z = O. 

EXAMPLE 8.1. Figure 2 displays perturbed Dela1tnay surfaces in ~3, S3 and 
H3. These surfaces have three umbilics and are generated by triples (Az-1dz + 
ex zkc dz, P(z = 1) , 1) with ex = -1/5, c = 0, k = 2 and in ]R3: a = 9/20, 
b = 1/20 and '>'0 = 1; in S3: a = 0.077, b = 0.442579 and J-t = '>'0 2 = e i -rr/2; in H3 : 

a = 1/(2V34), b = J2/17 and.>.o = 1/4. The initial condition P(l) is obtained by 
solving the corresponding equation (8.5) . 

9. Trinoids in ]R3, 53 and H3 

To construct trinoids, we find a family of potentials defined on the thrice punc­
tured Riemann sphere and dressing elements that unitarize their monodromy repre­
sentations. First we choose a potential whose monodromy representation is point­
wise unitarizable on C1 , and then apply Theorem 9.4 to construct a dressing that 
closes the resulting CMC surface. Then we show that the conditions of Theorem 8.3 
are satisfied, ensuring that the ends of the surface are asymptotically Delaunay. 
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This family of trinoids is a three-parameter family of surfaces for each choice 
of target space and each choice of constant mean curvature, parametrized by the 
three end-weights. 

Normalization: We make the following normalizations, for each of the target 
spaces: 

1R 3 , AD = 1 53, AD E c, n {-~ <:: arc(A) < O}, I'- = A02 H 3 , AD E (0,1) inlR+ 

For 53 and H 3 , the mean curvature H is determined as in Theorem 4.1. For 
ffi.3, H can be any positive real number. We next extend a result of [55] to 53 and 
H3. 

THEOREM 9.1. Let M = <C \ {O, I}. Let Hand AO be as in the normalization 
above. For k E {O, 1, oo}, let Vk E ffi. \ {O} satisfy and define Vk(AO + A01 ± 2) ::; 4 

(9.1) 1 1 V Vk ( -1 - ) lIk (A) = 2" - 2" 1 - 4 (AO + AO ) - (A + AI) . 

With mk = lId+1) and nk = lIk(-l) and {i, j, k} = {O, 1, oo}, suppose that 

Inol + In11 + Inool ::; 1 

Inil::; Injl + Inkl 
(9.2) Imol + Im11 + Imool ::; I} 

for the ambient spaces 53, H3 
Imil ::; Imjl + Imkl 

IVi I ::; IVj I + IVk I for the ambient space ffi.3. 

Let 
A- 1dZ) 

o ' 
with 

Q = voo z
2 + (VI :-, Vo - Voo)z + Vo dz2. 

16z"l2 - 1)2 

Then ~ generates a conformal CMC immersion f : M --+ ffi.3 (respectively 53, H 3) 
with three asymptotically Delaunay ends having weights Wo = CVo, WI = CV1, Woo = 
CVoo , where c is respectively l/H, 1/JH2 + 1, 1/JH2 - 1. 

We defer the proof of Theorem 9.1 to the end of this section, and first discuss 
examples and prerequisite technicalities. 

REMARK 9.2. Note that Q in Theorem 9.1 is proportional to the Hopf differen­
tial (by a z-independent constant), and that the condition Vk(AO + A01 - 2) ::; 4 is 
redundant when the target space is ffi.3 or H3. 

The following lemma is required for proving Theorem 9.1. The lemma shows 
tnat ~ can be gauged to a form with a simple pole that is asymptotically equal to a 
potential for a Delaunay surface, at any given end. Furthermore, the constant term 
of the potential becomes zero, which ensures that (8.13) holds for the H3 case. 
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LEMMA 9.3. Let ~ be a trinoid potential as in Theorem 9.1. Then for each end 
p E {O, 1, oo} there exists a gauge on a punctured neighborhood V \ {p} of p, which 
is nonsingular on h, so that in some conformal coordinate ( with ((p) = 0, the 
expansion of ~.g is 

( 
0 aA -1 + b) d( 

(9.3) ~.g = b + aA 0 T + O(()d(; a, bE IE., 

where 0((1) denotes a holomorphic term that is zero at ( = O. 

PROOF. We consider the end z = 0; the calculation at the other ends is analo­
gous. Let J.l = ~ - Vo(A). There exist a, b E IE. with lal ::::: Ibl so that cp cp* = J.l2 for 
cp = aA -1 + b. With 

let 

(9.4) (

ZI/2 

g(z, A) = 0 

k _ Vo + VI - Voo 

- 2vo ' 

o ) (1 0) ( k (-1 
Z-I/2 -~A ACP Id + 2 cp-l 

On a small punctured neighborhood V \ {O} of z = 0, 9 : (V \ {O}) x h --+ 
SL2 (C)/{±Id} is a nonsingular analytic map such that g(z, 0) is upper triangular. 
(This is sufficient to guarantee that gauging by 9 has no effect in the Sym-Bobenko 
formulas.) A calculation shows that the expansion of ~.g at z = 0 is 

(9.5) ~.g=AZ-ldz+kAdz+O(z)dz, A= (;* ~). 
In the coordinate ( = z - kz2

, the expansion of ~.g at ( = 0 is (g = AC1 d( + 
O(()d(. 0 

9.1. Pointwise llllitarisation. Let us denote the ends by (zo, ZI, zoo) = (0,1,00). 

Let <I>(z, A) : M x C* --+ SL2 (C) be a holomorphic solution of d<I> = <I>~ for some 
trinoid potential ~. Let 1l be the monodromy representation of <I>. Let Tj be the 
deck transformation associated to a once-wrapped counterclockwise loop about the 
end Zj, and let 1lj = 1l (Tj) : C* --+ SL2 (C) be the monodromy of Tj. Note that 
1l01l11loo = Id. 

Fix some Al E C 1 . Assume that each 1l j (Ad is individually conjugate to a 
matrix in SU2 , that is, either -1 < tj(Ad < lor 1lj (Ad = ±Id, where 2tj = tr(1l j ). 

The three matrices 1lj (AI) are then simultaneously unitarisable, that is, there exists 
aCE GL2 (C) so that C1lj (Ad C-1 E SU 2 for j = 0,1,00, if and only if, see for 
example [25], [64], 

( 222 ) I 1 - to - tl - too + 2tOtltoo '\1::::: 0 . 

Let To C {(Vo, VI, Voo ) E IE.3 } be the set with tetrahedral boundary defined by 

(9.6) 

for all distinct {i,j,k} = {0,1,00} and Vj E IE.. Let T be the orbit of To by the 
action of the group generated by the transformations Vk --+ Vk + 1 and Vk --+ -Vk. 
The inequalities (9.6) are the case n = 3 of Biswas' inequalities for n punctures 
[3], and are the spherical triangle inequalities in a 2-sphere of radius 1/(27r). For 
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a triangle with side lengths Vj in such a sphere, Vo + V1 + Voo :::; 1 means that the 
triangle is never bigger than the maximal triangle, and Vi :::; Vj + Vk is the triangle 
inequality. 

Define Vj by tj = cos(27rvj) for Vj E Ilt The matrices ti j (>"d are simultaneously 
unitarisable if and only if, see for instance [3], [55] or [64], 

(9.7) 

Furthermore, tio, til and tioo do not all commute at >"1 if (vo,v1,voo )IAl is not in 
the boundary aT of T [64]. 

9.2. Global unitarisation. We cite a result from [55], which implies that once 
the monodromies of a trinoid are simultaneously pointwise unitarised, they can be 
simultaneously unitarised globally by a loop element. A similar result can be found 
in [22]. 

THEOREM 9.4. [55] (Gluing theorem) Let ti1, ... ,tin : C* ---+ SL2 (C) and S be a 
finite set of points in C1 such that 

(i) there exist a j and k so that [tij, tik] -::J. ° on C1 \ S, and 
(ii) til,'" ,tin are simultaneously unitarisable pointwise on C1 \ S. 

Then there exists an r E (0,1) and a C : I;jr ---+ M2x2 (C) so that 

(i) {det( C) = o} n Ar is a finite subset of C1, 
(ii) C E A,tGL2(C) for all s E (0,1), 

(iii) CtijC~l E A~GL2(C) for all j = 1, ... , n. 

EXAMPLE 9.l. Examples of equilateral trinoids in IK3 , S3 and H3 are displayed 
in Figure 3. The values (end-weight, H, >"0) are respectively (~,1,1), e9

6 ,0,-i) 

and efl, ,fi, i (4 - v7». For these graphics, we computed appropriate dressing 

matrices according to Theorem 9.4 to close the surfaces. 

LEMMA 9.5. Let ~ be as in Theorem 9.1, and <l>(z, >..) M x C* ---+ SL2 (C) 
a holomorphic solution of d<l> = <l>~. Then the monodromy representation ti of <l> 
satisfies the assumptions (i) and (ii) of the gluing theorem 9.4. Furthermore, the 
inequalities (9.2) imply that the lower bounds on the weights (8.11) and (8.12) and 
(8.14) hold. 

PROOF. We first compute the eigenvalues of tik' For the gauge g and new 
coordinate ( in Lemma 9.3 at the end Zk, one solution of d<I> = <I>(~.g) is <I> = <l>g 
with monodromies -tik for each Tk. Since ~.g has a simple pole at Zk, Lemma 8.2 
implies that -tik is conjugate to exp(27riAk), where Ak = ResZk ~.g. Hence the 
eigenvalues of tik are exp(±27rivk). 

We now show that the curve 

(Vo (>"), V1 (>"), voo (>"» E Tn [-1/2, 1/2P C IK3 
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for all A E Gl if and only if the inequalities (9.2) are satisfied. One direction is 
clear. To prove the other direction, assume equations (9.2) are satisfied. Define 

Pk = ~ - ~Jl - VkX, k E {O, 1, oo} 

f = IPol + Ipli + IPool 
j; = -Ipil + Ipjl + Ipkl, {i, j, k} = {O, 1, oo} , 

.\ +.\-1 2 .\ +.\-1+2 for x E I := [0 4° - , 0 f ]. All three terms of f are increasing when x ;::: 0 
and decreasing when x ~ 0, so the first two inequalities in (9.2) imply that f ~ 1 
on I. Hence IVII + IV21 + IV31 ~ 1 on Gl . 

In the case 0 < Vo ~ VI or VI ~ Vo < 0, fo is increasing, so Ino I ~ Inll + Inoo I 
implies h is non-negative on I. Hence Ivol ~ IVII + Ivool on Gl . 

lt is easy to prove the following fact: The function pI/ Po extends to a smooth 
function at x = 0, and, if VI > vo, then IpI/ Pol is strictly increasing. 

In the case Vo ;::: VI, the above fact implies that fo/IPol is non-increasing. Fur­
ther, Inol ~ Inll + Inoo I implies that fo/ipol is non-negative at the upper endpoint 
of I, so fo/IPol, and hence fo, is non-negative on I. Hence Ivol ~ IVII + Ivoo I on Gl . 

In the case Vo ~ VI, the above fact implies that that fo / Ipo I is non-decreasing. 
But (fo/lpol)(O) = -1 + IV2/vll + IV3/vll ;::: 0, so fo/ipol is non-negative on I. 
Hence IVII ~ IV21 + IV31 on Gl . Symmetric arguments for the other cases imply that 
(vo, VI, V oo ) E Tn [-1/2,1/2]3 for all A E GI . 

To prove the first part of the lemma, suppose the inequalities (9.2) hold. Be-
cause (vo, VI, V oo ) E Tn[-1/2, 1/2]3, Equation (9.6) holds, and so 1-l0 , 1-l1 , 1-l00 are 
simultaneously unitarizable on G1 \5, where 5 is the finite set {A E G1 such that (vo, VI, V oo ) E 
aT}. Assumption (i) of Theorem 9.4 holds on G1 \ 5 as well. 

To prove the final sentence of the lemma, we note that nk ;::: -1/2 and mk ;::: 
-1/2 imply that Vk ;::: -12/(Ao + AOI + 2) in all three space forms, and that 
Vk ;::: -12/(Ao + AOI - 2) in 53. Thus the weights Wk satisfy 

(9.8) 

Wk ;::: -3/ H in IR3 , 

6( j H2 + 1 + H) ;::: Wk ;::: -6( j H2 + 1 - H) in 53 , 

Wk ;::: -6(H - jH2 - 1) in H3 , 

where c is defined as in Theorem 9.1. We must show that the inequalities in (9.8) 
are strict. If Vo attains its lower bound in (9.8), then Inll + Inoo I = 1/2 and Vo < VI 
and Vo < Voo. Therefore fo/ipol is an increasing function which is zero at the upper 
endpoint of I, and so Imol > Imll + Imool, contradicting one of the inequalities in 
(9.2). All other cases of equality in (9.8) can be dealt with similarly. 0 

REMARK 9.6. When the target space is 53, there exists a A E Gl so that vk(A) = 
o for all k = 0,1,00 and thus IVi I < IVj I + IVk I automatically holds in 53, if all the 
other inequalities,in (9.2) hold. However, IVil ~ IVjl + IVkl will not hold in general 
when the target is H 3, since then there exist trinoids that satisfy (9.2) but not 
IVil ~ IVjl + IVkl: Ao E (0,1) with Ao + AOI = 10 and Vo = -3/5 and VI = Voo = 1/4 
in Theorem 9.1 is such an example. 



10. DRESSED n-l'\OIDS 61 

Proof of Theorem 9.1: Let <p(z, >'): M x C* --+ SL2(q be a solution of d<p = <P~. 

By Lemma 9.5 and the gluing theorem 9.4, there exists an r-dressing matrix C for r 
close to 1 which unitarizes the monodromy representation. We have that vd>'o) = ° 
for k = 0, 1, 00, which is equivalent to the conditions in Theorem 6.1 for IE.3, 8 3 

and H3 respectively, for the dressed monodromy representation. (In the case of IE.3 , 
one must also use that o.\vkl.\o = 0.) 

In the case of H 3 , with F and B the r-Iwasawa factors of <P, F extends holo­
morphically to >'0 and detF.\o -::j:. 0. This is because F = C<PB- 1 and C, <P, Bare 
all nonsingular at >'0. Thus we are able to apply the Sym-~obenko formula (5.5) 
in the case of H3. In the other space forms, >'0 E C1 , so F is clearly nonsingular at 
>'0. 

We conclude that the resulting CMC immersion satisfies T* ho = ho for all 
T E 6., for all three space forms. 

Finally, to show that each end Zj is asymptotic to an end of a Delaunay surface, 
we note that all the conditions of Theorem 8.3 are satisfied for ~.g in the coordinate 
(, where g and ( are as in Lemma 9.3: >'0 equals >'1,+ or >'1,-, the commutativity 
condition (8.13) holds by the choice of g, and the lower bounds on the weights 
(8.11), (8.12), (8.14) hold by Lemma 9.5. 0 

10. Dressed n-noids 

We come to a brief discussion of examples of dressed cylinders and trinoids by 
the simple factors of Terng and Uhlenbeck [61]. A simple factor is determined by a 
choice of a line in C2 and a complex number, and by suitably choosing this data, the 
dressed surface will retain its topology. We show how to obtain dressed cylinders 
and trinoids in all three space forms, building on results obtained in [39]. 

10.1. Simple factors. Let TIL : C2 --+ L be the hermitian projection onto a line 
L E ClP'l. For a E C, simple factors [61] are loops of the form 

(10.1) 

To Gotain elemeIlLs vi A~SL2(q, we write 

(10.2) 

with Q E SU2, REB. A simple factor of A~SL2(q with r < 10'1 is a loop of the 
form 

(10.3) 

with 'ifh,a and Q defined as in (10.1) respectively (10.2). By construction 

(10.4) hL,a E A~SL2(q 

for s > 10'1. By Proposition 4.2 in [61] dressing by simple factors is explicit: In 
fact. for F(z, >.) E :Fr(M) and r E (0,1) and h L .a a simple factor with a E C and 
r < 10'1 < 1, we have 

(10.5) 
-=-:---:-t 

hL,a #r F = hL,a F hZ'~a with L' = F(z, a) 1. 
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FIGURE 3. Bubbletons in R3 , S3 and H3. 

The proof of this may be found in [39] , where furthermore, the following result is 
obtained: 

THEOREM 10.1. [39] Let FE Fr(M) with monodromy H()..) : .6. ~ A~SL2(q . 
Assume there exists a E C, r < lal < 1 such that H(a) is reducible and let L E CIpl 
such that 

(10.6) 
--t 
H(a) L = L 

for all T E.6. . Then hL,a#rF has monodromy 

(10.7) 

10.2. Bubbletons. Let <I> = zA with A as in (7.2) be the holomorphic frame 
of a Delaunay surface and )..0 (and J1 in the S3 case) such that (7.3) or (7.4) or 
(7.5) hold. As the monodromy of <I> is unitary, it coincides with the monodromy of 
the unitary Delaunay frame F with respect to the deck transformation (7.1) and is 
given by H = exp(21TiA). Now let a E C be a solution of 

2a - 2 - 6 + J(2 + 6)2 - 4 = 0, 

where 6 = (ab)-1(k2/4 - c2 - la + W), for k E Z such that a 1. C1 . Using 
the closing conditions (7.3), (7.4) and (7.5) for Delaunay surfaces, we see that 
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8 = (k 2 
- 1)(4ab)-1 + 'I, where 'I = 0 or 'I = -4sin2 (B/2) or 'I = 4sinh2 (q/2) for 

the target space]R3 or 53 or H 3 , respectively. Then exp(27ri A(a)) = ±Id, so for the 

line L = [1 : 0] E ClP'1 and the simple factor hL,c" the dressed frame P = hL,a#rF 
with r < lal has monodromy hL,a exp(27riA) h~,~ and satisfies one of the conditions 
(i), (ii) or (iii) of Theorem 6.1 since exp(27riA) does. Hence the resulting surfaces 
are again CMC cylinders. A computation shows that lal < .Ao < la-II when the 
target space is H3, so .Ao E Ar in the H3 case, and so det FAD =j:. 0, allowing us to 
apply the generalized Sym-Bobenko formula (5.5). 

These ideas where used in [34] to construct bubbletons in.]R3 and have recently 
been utilised in [39] to dress CMC n-noids. In [59]' bubbletons in ]R3 with ends 
asymptotic to round cylinders were explicitly constructed. In [65] and [50] less 
explicit constructions of bubbletons in ]R3 with Delaunay ends where obtained. 
One can easily show that for the surfaces in [59] the ends are asymptotic to round 
cylinders, but it was unproven that dressing a Delaunay frame with an appropriate 
hL,a gives a surface with asymptotically Delaunay ends. We prove this in Theorem 
10.3. (Note that one cannot apply part (i) of Theorem 8.3, since r < lal may not 
be sufficiently close to 1.) 

REMARK 10.2. Let L = [1 : 0] and aI, ... ,an E C, ai =j:. aj for i =j:. j as above, 
and define h = TI7=1 hL,aj' By similar arguments as above, dressing with h produces 
multibubbletons. 

When the initial surface is a round cylinder, one can find explicit parametri­
sations for the resulting bubbletons (and multibubbletons) in all three space forms 
[40]. When the target space is ]R3, these explicit parametrisations coincide with 
those in [59], which were produced by Bianchi's Backlund transformation of a round 
cylinder. This can also be seen by combining results of [30] and [9]. 

EXAMPLE 10.1. The examples in Figure 3 are generated by triples (Az- 1dz, hL,a, 1) 
where A is as in (7.2) with c = 0, L = [1 : 0] and the following data: R3: a = b = 

1/4, .Ao = 1, a = 7 + 2..jI2; 53: a = b = 1/3, J1 = .A0
2 = exp(2itan- 1 (3v7)), 

a = (7 + 3..)5)/2; H3: a = b = 1/6, .Ao = (7 - 3..)5)/2, a = 17 - 12V2. 

In [3Yj it was shown that trinoids and symmetric n-noids in ~3 can be dressed by 
simple factors. The potentials we use in Theorem 9.1 for constructing trinoids in 
]R3, H3 and 53 are in a slightly more general form than in [39]' and are identical 
when the target space is ]R3. In the more general form, the only difference in the 
potentials is the change in the constant .Ao + .A01 (= 2, < 2 and> 2 for ]R3, 53 
and H 3

, respectively.). This change has little effect on the computations in [39]' 
and only deforms the infinite discrete set of values of .A where the monodromy 
is reducible. Then Lemma 3.2 of [39] can be applied verbatim, and we conclude 
existence of trinoids dressed by simple factors in 53 and H3 as well. 

EXAMPLE 10.2. In Figure 4 we display three equilateral trinoids dressed by 
suitable simple factors. For the]R3 model, the potential in Theorem 9.1 has entries 
Vo = VI = Voo = 8/9 and .Ao = 1. The 53 model is displayed with the front bubble 
cut away to show the trinoidal structure. The potential data is Vo = VI = Voo = 16/9 
and .Ao = i. For the H3 surface, in the potential we take Vo = VI = Voo = 1/2 and 
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FIGURE 4. Dressed equilateral trinoids in IR3 , 53 and H 3. 

AD = 1/4. For each picture, the dressing was computed to close the surface, and 
then the resulting surface was further dressed by a simple factor, having the effect 
of adding two bubbles to each surface at its center. 

It was not shown in [39] that dressing by simple factors preserves the asymp­
totic behaviour of a Delaunay end of a surface. We prove that any asymptotically 
Delaunay end, which is dressed by simple factors to another closed end, gives again 
an asymptotically Delaunay end. This result applies to all examples in [39] and to 
the bubbletons in this section, as well as to dressed trinoids in all three target space 
forms IR3, 53 and H3. 

10.3. Asymptotics of dressed CMC surfaces. For the line L = [aD : bol E ClP'l , 
the projections 7rL and 7rt have the following matrix forms : 

1 (laol2 
(10.8) 7rL = I 12 Ib 12 - b aD . + 0 aD 0 

We set 

(10.9) 2{ = {a E I; : 10:12 < ~ and 1/4 - Y + a- 1ab(1 - af > O} , 
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where a, b E JR with lal 2: Ibl > 0 satisfy equations (7.3) or (7.4) or (7.5) with c = 0, 
and Y = 0 or Y = -4absin2(B) or Y = 4absinh2(qj2) for the target space JR3 or S3 
or H3. (Note that by switching a and b if necessary, we may assume without loss 
of generality that Ibl sial.) In the following theorem, we denote by 

(10.10) U, = {z E C : 0 < Izl < c} 

an open punctured disk in a Riemann surface M, where z is a centered coordinate 
about a point p E M. Let "( : [0, 1] -+ Uc be a simple closed curve and denote by 
J the corresponding deck transformation of the universal co;er of UE • Denoting a 
small radius c ball about Ao by BE(Ao), we have the following: 

THEOREM 10.3. Let G E fr(Uc) such that limz-+o 11F-1G - IdIIB,(Ao) = 0 for 
some extended unitary Delaunay frame F (producing a Delaunay surface at Ao) 
in any of the three targets. Assume that G has reducible monodromy with respect 
to "( at some 0: E 2( \ {Ao} with invariant subspace L E CllD1 and let hL,a be the 
corresponding simple factor. Let fAD be the CMC surface obtained from hL,a#rG 
with r < 10:1. Then fAD converges to an end of a Delaunay surface as z -+ 0 in the 
sense of (8.9). 

We defer the proof of Theorem 10.3 to section 12, and give a corollary here: 

COROLLARY 10.4. All of the dressed Delaunay surfaces and dressed trinoids 
in all three space forms described in this section, as well as the dressed symmetr·ic 
n-noids in JR3 in [39], have asymptotically Delaunay ends in the sense of (8.9). 

PROOF. We need only show that the conditions regarding 0: and the conver­
gence of F- 1G in Theorem 10.3 are satisfied. Although the condition of reducible 
monodromy about "( at some 0: E 2( in Theorem 10.3 appears restrictive, it is in 
fact satisfied by all of these surfaces. The condition limz-+o 11F-1 G - IdIIB,(Ao) = 0 
is trivial for the dressed Delaunay surfaces, because in that case F = G. This 
r-ondition lim=-+o 11F-1G - IdII B , (>'0) = 0 holds for dressed trinoids and symmetric: 
n-noids, by equation (8.10) in Theorem 8.3. 0 

11. The Delaunay Extended Frame 

We compute the extended unitary frame F of a Delaunay surface in terms of 
elliptic functions. We restrict to the case that A is off-diagonal in Theorems 11.1 
and 11.4, but return to the more general form for A in Corollary 11.5. 

THEOREM 11.1. Let 1> : C -+ Ar SL2 (C) be defined by 1> = exp((x + iy)A), 
with A given as in (7.2) where a, b E JR' and c = O. The r-Iwasawa factorization 
<i? = FB for any r E (0, Ij is given by 

(11.1) F = 1> exp( -fA)Bl1, B = B1 exp(fA) , 
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and the functions v = V(X), f = f(x) and the matrices Bo, Bl satisfy 

V
,2 = _ (v2 - 4a2

) (v 2 
- 4b2), v(o) = 2b, 

l
x 2dt 

f-
(11.2) - 0 1 + (4ab.\)-lv2(t) ' 

Bo = (2V(b 0+ a.\) VI) 1/2 4ab.\ + v2 , Bl = (det Bo)- Bo· 

PROOF. Choose HE IE.* and set Q = -2abH-1.\-I. Let v be the nonconstant 
solution of (11.2) when lal i= Ibl or the constant solution v = 2b when lal = Ibl, and 
set v? = H- 2 v 2 . Let 8 = 8 1dx + 8 2dy, where 

( ° -v11Q

o
- ~VIH) 

8 1 = -IQ* 1 H VI + 2V1 

8 _. (-~vllv~ -v11Q + ~VIH) 
2 - Z -lQ* 1 H 1 -1 I • 

-~ +2~ 2~ ~ 

Let F and B be as in (11.1). We will show that that F E A~SL2(C) and B E 
A:SL2(C). A calculation shows that B satisfies the gauge equation 

(11.3) dB + 8B = BA(dx + idy), B(O,.\) = Id, 

or equivalently, 8 2 B - iBA = ° and B' + (81 +i82 )B = ° with B(O, .\) = Id. Since 
8 1 + i82 is smooth on C with holomorphic parameter .\ on C, the same is true of 
B. Since 8 1 + i82 is tracefree and B(O, .\) = Id, then det B = 1. Also, 

B(x, 0) = I¥ (~ 8a
2
b fox ~(t) - 2~'V ) , 

which is upper-triangular with diagonal elements in IE.+. Hence B : C -+ A:SL2 (C) 
is smooth. From <I> = F B it follows that F : C -+ Ar SL2(C) is smooth. Equivalently 
to equation (11.3), F satisfies F-1dF = 8 with F(O, .\) = Id. The symmetry 
8* = -8 together with F(O, .\) = Id imply that F satisfies F* = F- 1. Hence 
F : C -+ A~SL2(C) is smooth. 0 

REMARK 11.2. The functions v and f have explicit forms in terms of elliptic 
functions (we follow the notational conventions of the Mathematica programming 
language here). For example, when ° < Ibl < lal, we have 

(11.4) ( ( 
iK) b

2
) 2b 

v(x) = 2b· sn 2ia x - - '"""2 = d (2 b?j 2)' 2a a n ax, 1 - ~ a 

where sn, dn are Jacobi elliptic functions and K = K(b2 ja2 ) is the quarter-period 
ofsn(x,b2 ja2). 

COROLLARY 11.3. The unitary frame of any Delaunay surface up to isometry 
can be written as FD : C -+ A~SL2(C) with 

(11.5) FD-=exP((x+iY-f(X))(b+oa.\ a.\-~+b))Bll 
for suitable a, b E IE. and f and Bl as in (11.2). 
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PROOF. A Delaunay surface is determined up to rigid motion by its weight w. 
There exist a, bE ffi. satisfying (7.7) and (7.3), (7.4) or (7.5) with C = O. The claim 
now follows from Theorem 11.1. 0 

The associated family of surfaces obtained from FD has constant mean curvature 
H, VH2 - 1, VH2 + 1 respectively in ffi.3, S3 and H3. One can verify that vi is the 
conformal factor and Q dz 2 the Hopf differential using Equations (1.4), (l.7) and 
(l.9) . 

11.1. Growth Estimates. The following results, which co~pute the growth rate 
of the gauge B that gauges the Delaunay Maurer-Cartan form to the Delaunay 
potential, will be used to prove Theorem 8.3 to show that the CMC immersion 
resulting from a perturbation of a Delaunay potential is asymptotic to the base 
Delaunay immersion. 

We will use the following estimate on exp(fA) for A E sb(C) as in Theorem 
1l.1, with p = p()...) an eigenvalue of A: 

(1l.6) I exp(fA)1 :::; max(IId ± p-l AI) exp(1 Re fpl), 

which is computable using exp(fA) = ~ exp(fp)(Id + p-l A) + ~ exp( -fp)(Id -
p-l A). 

THEOREM 1l.4. With B and A as in Theorem 11.1, let p()...) be an eigenvalue 
of A and let 

(1l.7) c = max Ip()...)I· 
),EC, 

Then there exists an X E ffi.+ and Co : {O < 1)...1 :::; I} -+ ffi.+ such that for alllxl > X 
and all )... E {O < 1)...1 :::; I}, we have 

(11.8) IB(x, )...)1 :::; co()...) exp(c Ixl). 

PROOF. We compute the growth rate of B using its periodicity properties. Let 
p E ffi.+ be the period of the function v of Theorem 11.1. For any x E ffi. there 
exist Xo E [0, p) and n E Z such that x = Xo + np. Then v(xo + np) = v(xo), 
f(xo + np) = f(xG) + nf(p) ami B(xn ..j... np) = B(xo) exp(nfpA) and consequently 

(1l.9) B(x) = B(xo) exp((x - xo)f(p)/ pA). 

Let d be the point in the set {-a/b, -b/ a }nh, and assume first that)... E h \ {O, d}. 
Equation (1l.9) and formula (11.6) yield the estimate 

(1l.10) IB(x)l:::; IB(xo)1 exp(1 Re pf(p)/ pi Ix - Xo I) :::; Co exp(1 Re pf(p)/ pi lxI), 

where Co = CIC2C3, Cl = sUPxoE[O, p) IB(xo)l, C2 = max lId ± p-l AI and C3 
e l Re /If(p) I. 

Next we compute the upper bound of I Repf(p)/ pi on h. Since M = exp(f(p)A), 
then f(p)A is defined on h modulo the additive quantity Jrip-l A. Let J = [0, d] 
be the closed interval. Then p is single-valued on h \ J, so pf(p) is defined on 
h \ J modulo the additive quantity Jri. Hence h = Repf(p)/p is well-uefiIleJ 011 

h \ J. Moreover, h is a harmonic function, since it is locally the real part of a 
holomorphic function. A calculation shows that h = p for 1)...1 = 1, and h = 0 on 
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J. The harmonicity of h then implies that Ihl ::; c for all A E h. This bound, 
together with the estimate (11.10), yields the estimate (1l.8) for all x E IE. and all 
A E h \ {O, d}. 

In the exceptional case Al E {O, d}, fA is nilpotent at AI, so B(x, Ad has linear 
growth in Ixl. Define C1 (Ad = 1. Since c > 0, and because exponential growth 
eventually supersedes linear growth, there exists an X E IE.+ such that (1l.8) holds 
at Al for all Ixl > X. 0 

This next result extends Theorem 11.4 to the case when c i- 0 in (7.2). 

COROLLARY 11.5. Let <I> : C -+ Ar SL2 (C) be defined by <I> = exp((x + iy)A), 
with 

A = ( C _ aA -1 _+ b) where a, b E C* and ab, C E IE.. 
b + aA -c 

Let <I> = FB be the Iwasawa factorization of <I>, and let J.l(A) be an eigenvalue of A 
and c as in (11. 7). Then there exists an X E IE.+ and Co : {O < I A I ::; I} -+ IE.+ such 
that for all Ixl > X and all A E {O < IAI ::; I} the inequality (1l.8) holds. 

PROOF. To prove the inequality, we first show that there exists aBE IE. and a 
g such that the following two properties hold: 

(i) g D E AtSL2(C) with D = (e~e e~ie), and g and D are independent 

of x + iy. 

(ii) g-l Ag = A, where A := (b +0 aA 
aA- 1 + b) _ -o for some a, b E IE.* . 

Choose a, b E IE.* such that c2 + lal 2 + IW = a2 + b2 and ab = ab and so that 
la/bl 2: 1 if la/bl 2: I, respectively la/bl ::; 1 if la/bl ::; 1. If la/bl 2: I, define g by 

(l1.ll) 1 (a + bA 0) 
g:= J(a + bA)(a + bA) -CA a + bA . 

If la/bl ::; I, define g by 

(11.12) g := 1 (aA + b C) 
J(aA+b)(aA+b) 0 aA+b' 

With the proper choice of B, we have the two above properties. 
Let <I> = exp((x + iy)A), and let <I> = FE be its Iwasawa decomposition. By 

Theorem 11.4, E satisfies the growth rate (11.8). We will use E to show that B 
also satisfies (11.8). 

The gauge g can be explicitly decomposed into g = UR, where U E A~SL2(C) 
and R : Cr -+ g(2{C) and [R, A] = O. In fact, when g takes the form in (ll.ll), then 

U = 'I ((a + bA-l)~ + (a + bA)~* 
-C~*A 

C~A-l ) 
(a + bA)~* + (a + bA-1)~ 
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and 

R = (9191* + S)Id - cA = ex (S-1/210 (J)A) 
J2S(9191* + S - ( 2 ) P g , 

where 

91 = j(a + bA)(a + bA), S = (aA-1 + b)(aA + b), 

'I = (29191* (9191* + S)) -1/2 and J = ..j6 + ,;r:-( a-+~bA---')--'-( a-+~bA------:1-:-) - c. 
J2(S + 91!R* - ( 2 ) 

Furthermore, S-1/210g J can be algebraically decomposed into 

S-1/210g J = (S-1/210g J)u + (S-1/210g J)o + (S-1/210g J)+, 

where (S-1/210g J)u satisfies (S-1/210g J)u = _(S-1/210gJ)~ and 
(S-1/210g J)+I>..=o is zero and (S-1/210g J)o is independent of A. Although R is 
single-valued in A, S-1/210g J can be multiple valued, with values in C U {oo} In, 
where 

0, = {27rikS-1/ 2
1 k E Z}. 

In other words, different values of S-1/210g J can differ by terms of the form 
27rikS-1/2 for k E Z. Since 27rikS-1/2 = -(27rikS-1/2)*, we conclude that 
(S-1/210g J)o and (S-1/210g J)+ are single-valued, and that exp((S-1/210gJ)uA) 
is single-valued although (S-1/210g J)u might not be. Thus we have the single­
valued decomposition 

R = RuRoR+, 

where Ru = exp((S-1/210gJ)uA) E A~SL2(C)' Ro = exp((S-1/210g J)oA) is con­
stant, and R+ = exp((S-1/210g J)+A) E AtSL2(C), and Ru, Ro and R+ all com­
mute with A. Since 

RoiP = exp((x + x + iy)A) = Flx-+x+x . Blx-+x+x 

with i: = (S-1!210g J)o, we have 

<I> = (U RuFlx-+x+xD)(D-1 Blx-+x+xD)(D-1 R+D)(gD)-l, 

where U RuFlx-+x+xD E A~SL2(C) and D-1 Blx-+x+xD, D- 1 R+D, gD E AtSL2 (C). 
Thus 

B = D-1 Blx-+x+xR+g-1, 

and so B satisfies the same growth rate (11.8) as B, since D and R+ and g are all 
independent of x+iy. When g takes the form in (11.12), the argument is similar. 0 

12. Delaunay Asymptotics 

We conciude by proving Theorems 8.3 and 10.3 anci oegin wicl! cwo technical 
results, which are proven in [55J for the target space ffi.3. The proofs for the targets 
S3 and H3 are analogous and thus omitted. 
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LEMMA 12.1. Let A be as in (7.2) satisfying ab i- O. Let.Ao (and also J.L in 
the case of S3) be as in Subsection 7.2, and suppose that (7.3) or (7.4) or (7.5) is 
satisfied (with l.Ao I :s: 1) for the respective target space ~3 or S3 or H3. 

Let s E (O,I.Aol) and let C : As -+ g(2(iC) be an analytic map, where det C = 0 
only at a finite number of points Pl, ... ,Pk E Cl , and suppose that C exp(27l"iA)C- l E 

A~SL2(iC). 
Then there exists apE (0,1) such that for every r E (p, 1), the CMC immersion 

from C\ {ze} to ~3 or S3 or H3 produced by (5.3) or (5.4) or (5.5) respectively from 
the unitary part of the r-Iwasawa splitting of C(z - ze)A is an end of a Delaunay 
surface with the same weight as the Delaunay surface produced from (z - Ze)A. 

LEMMA 12.2. Let A, .AD, sand C (and J.L in the case of S3) be as in Lemma 
12.1. Then there exists apE (0, 1) such that, for every r E (p, 1), there exist 
a U E A~GL2(iC) and an R : Ar -+ g(2(iC) so that C = U Rand [R, A] = O. 
Furthermore, A := U AU- l is also of the Delaunay potential form in (7.2), and has 
the same weight as A, and satisfies (7.3) or (7.4) or (7.5) at .AD if A does. 

Proof of Theorem 8.3: The proof of (i) can be found in [55], where it is shown that 
one can assume ~o = 0, ensuring that Pis nonsingular at .Al,±. In that proof in [55], 
condition (8.11) implies that P has no singularities on Cl . Thus P is nonsingular on 
As with s as in Lemma 12.1. Since <I> := \];I. p- l = C(z - ze)A for some C = C(.A), 
and since C is finite wherever P is nonsingular, C is finite on As. Then Lemma 
12.1 implies that f is a portion (containing one end) of a Delaunay surface in ~3 
with the same weight w. Therefore, 9 has an asymptotically Delaunay end at Ze of 
weight w, in the sense of (8.9). 

(ii) The proof is almost analogous to (i), since .AD and J.L still lie in Cl . Just like 
in the ~3 case, using condition (8.12) and Lemma 12.1, f is an end of a Delaunay 
surface in S3 with weight w, and 9 has an asymptotically Delaunay end at Ze 
of weight w. There are only two parts of the proof in [55] of the ~3 Delaunay 
asymptotics theorem that require minor modifications in order to prove (ii): 

A. The weight condition in equation (8.12) must be computed by taking into 
account that A now satisfies (7.4) rather than (7.3). 

B. It follows from limz-+ze 11F-1G - Idllo, = 0 that (8.9) holds. When the 
target space is S3 rather than ~3, a slightly different computation is required: 
Given .A, J.L E Cl , both G>.l F).. and G~l FJ1.)" converge to Id as Z -+ O. Hence both 

a = det(F)..G>.l) and f3 = det(GJ1.)..F;)..l) converge to 1 as Z -+ O. Then 9 -+ f as 
Z -+ 0 follows from (5.4) by rewriting 

g).. - 1>-. = GJ1.)" (G>.l F).. - .j;;j3 G~l FJ1.)") F;:l J det(G)..G~l)· 
(iii) The case of Delaunay asymptotics in H3 requires a significantly different 

proof, using the explicit Delaunay frame computed in Corollary 11.3, because now 
.AD (j. Cl . Let ~, ~, G, F, P and ab i- 0 all be as in Theorem 8.3, with r-Iwasawa 
splittings <I>:= \];Ip-l = F BD, \];I = GB. 

Step 1: Changing ~o to zero. Recall from (8.13) that we now assume [A, ~o] = 
o for all .A E Cl . This condition is included for the following technical reason: 
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In the proofs of Delaunay asymptotics for jR3 in [22], [34] and [55] first a gauge 
transformation and a conformal change of parameter Z fixing Ze is applied to achieve 
~o = 0, and hence ~ = A(z - ze)-ldz + O((z - ze)1 )dz. To accomplish this gauging, 
the condition that detA:j:. -1/4 in I; := Ir \ {O} for r < 1 and r close to 1 is used. 
However, detA = -1/4 does occur in I; when Ao rt C1 . To avoid this problem, 
we include the condition (8.13), and then a mere conformal change of parameter 
Z fixing Ze can force ~o = O. Hence ~o = PI = O. So P is defined at Ao = Al,-, 
and there exists a positive s < IAol such that P is nonsingular on As. We cannot 
weaken (8.13) to the assumption that [A, ~o] = 0 at only Ao, since then one can 
still find examples where PI becomes singular at Ao. (In fact:the trinoid potentials 
in section 9 all satisfy condition (8.13), regardless of the target.) 

Step 2: F, e, f, 9 are well defined. l\'ow e and F are defined and nonsingular 
for all A E UrE (s,I)Cr , because \[I, P, Band BD are. In particular, this is so at Ao, 
and so f and 9 are defined. (See Remark 8.4.) 

Step 3: Sufficient conditions for convergence. As in the asymptotics theorem 
in [55], there exists a p > s such that equation (8.8) (with FD replaced by F) holds 
for all r E (p, 1). It will suffice to strengthen this to 

(12.1) lim IIF- 1e - Idllc = 0 , lim Ilo.x(F-1e)11c = 0 
Z--+Ze Z--+Ze 

where C = {Als < IAI < I}. Then (8.9) will hold at Ao = eq
, by an argument 

analogous to part B in the proof of (ii). 
Step 4: f is a Delaunay surface. Since dip = ipA(z - ze)-ldz, we have ip = 

C(z - ze)A for some C = C(A), where C is singular at the same points as P. 
Condition (8.14) and ~o = 0 imply that P is nonsingular on As, so C is as well. 
Then Lemma 12.1 implies that f is an end of a Delaunay surface in H3 with weight 
w. 

Step 5: Showing (12.1). Let C = CuC+ be the r-Iwasawa decomposition of C. 
By Lemma 12.2, there exists apE (s,l) such that for all r E (p, 1), there exist a 
U E A~GL2(C) and an R : Ar ---+ g[2(C) commuting with A such that C+ = UR 
and so that A := U AU-1 has the form in (7.2). A and A have the same weight w, 
and A satisfies (7.5) at Ao. It follows that 

ip = Cu(z - zeyiC+. 

Consider the r-Iwasawa decomposition (z - zeYl. = FoBo for r E (p,l). It follows 
that Cu Fo = F and Bo C+ = B D. To show (12.1), we first show that 

(12.2) lim IIBDPBZ;1 - Idllc = 0, lim Ilo.x(BDPBZ;I)11c = O. 
Z--+Ze Z--+Ze 

By Corollary 11.5, there exists an X E jR+ and a function co(A) such that log Iz -
zel < -X implies 

IBo(Z, A)I ::; co(A) Iz - zel- c 

for all A E h, where C = max.xEC, 1p,(A)1 with p,(A) an eigenvalue of A and A. 
Since C-r E _\;-GL2(C) is inrlepf'ndent of z, Wf' hilW' thi1+ :r c! is lln;':nrs'111y 

bounded on I r , and so Bo and BD have the same growth rate as Z ---+ Ze. Thus 

IIBDPBZ;1 - Idllc ::; IIBDllc lIP - Idllc IIBZ;l llc ~ Iz - zel 2
-

2c 
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asymptotically. The weight conditions on w in equation (8.14) imply that c < 1, 
proving the first half of (12.2). 

As B DP B1} is holomorphic in A, shifting s to be slightly larger but still in 
(0, IAol) and applying the Cauchy integral formula, we also have that 

Thus (12.2) holds. This Gl convergence of BDPB1} to Id with respect to A suffices 
to conclude that the s-unitary part of BDPB1} converges to Id on Gs U Gl / s (see 
[51]). Then the maximum modulus principle for holomorphic functions implies that 
the s-unitary part of BDPBi/ Gl-converges to Id on As, and in particular on C. 

Since BDP B1} is nonsingular on As n h, C-Iwasawa decomposition is the same 
for all C E [s, 1). Thus the s-unitary part of BDPB1} is equal to the r-unitary part 
F-1G of BDPB1} , and thus (12.1) holds. Hence g has an asymptotically Delaunay 
end at Ze of weight w in the sense of (8.9). This concludes the proof of Theorem 
8.3. D 

Proof of Theorem 10.3: We use the explicit form of the unitary frame of a Delaunay 
surface, computed in Theorem 11.1. After a rigid motion we may assume that 
F = UFD, with FD as in (11.5) and U E A~SL2(q. Let fD be the immersion 
obtained from the frame hL,aU FDh~l, where hoo will be defined below after some 
prerequisite functions are defined. We will show that fD is a Delaunay surface at 
the end of this proof (Step 3). We recall from equation (10.5) that 1>..0 has extended 
frame hL,a#rG = hL,aGh";}a' Define x, y by log Z = -(x + iy) and let AO be as in 
Section 7.2. 

Step 1: Reducing the convergence 1>"0 -7 fPc as Z -7 0 to hU1,a -7 hoo . As in the 

proof of Theorem 8.3, it suffices to show that IIId-(hu ,aG-l h:Z,~)(hL,aU FDh~l )IIB£(AO) -7 
o for some sufficiently small c > O. (This suffices because the Cauchy integral for-
mula will additionally give IlaA((hu,aG-lh:Z,~)(hL,aUFDh~1))IIB£/2(AO) -70.) Set-
ting 

we consider, for A E BE(AO), 

lId - (hu,aG-lh:Z,~)(hL,aUFDh~l)1 ::; Ihu,allId - G-1UFDllhu~al 

+ Ihu,aG-1UFDhZI~allld - hu,ahZ},al 

+ Ihu,aG-1UFDhZI~,allld - hUI,ah~ll· 

Kote that Ihu,al is bounded, because a tf. Bc(AO) for small c. By assumption, 

=---;-;-;:-c:;::;-t 
Writing L" = G-l U FD 1', we conclude that limx -"7oo IIId - hu,ahu~,alIBe(Ao) = O. 
It thus only remains to show that hU',a converges to the map hoo defined below. 
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Step 2: Showing hL",a ---+ hoo as z ---+ O. Using equation (11.5), we write 
(12.3) 

F: _ 2. ( 2v(b+aA)C -vIC+ (4abA + v2 )(aA- l +b)X-lS) 
D - £ 2v(b + aA)(aA + b)X-lS -vl(aA + b)X-lS + (4abA + v2 )C ' 
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where £ = J2v(b + aA)(4abA + v 2 ), C = cosh ((x + iy - f)X), S = sinh ((x + iy - f)X), 
X = J1/4 - Y + A-l ab(l- A)2, and a,b are defined in equation (7.3) or (7.4) or 
(7.5), and Y = 0 or Y = -4absin2(8) or Y = 4absinh2(q/2) for the target spaces 
]R3, S3 or H3 respectively. We set 

(12.4) 

The upper-left entry of FD defined from equation (12.3) with A = a has no zeroes 
near x = 00, so A has no zeroes near x = 00. Thus from equation (10.8), the entries 
of 'l/JLII ,a (equation (10.1)) can be written as rational functions of B / A, B* / A, A * / A 
and their complex conjugates, with coefficients independent of z. Thus the entries 
of hL" ,a are rational in terms of B / A, B* / A, A * / A and their complex conjugates, 
with coefficients independent of z. We show that B / A respectively B* / A, A * / A 
converge to the following periodic functions PI respectively P2 , P3 as x ---+ 00: 

(12.5) 
PI = -VI + (4aba + v2 )(aa- l + b)X;;l 

2v(b + aa) , 

(12.6) 
P

2 
= _ 2v(b + aa)(aa + b)X;;l 

2v(b + aa) , 

(12.7) 
P

3 
= _ vl(aa + b)X;;l + 4aba + v2 

2v(b + aa) , 

where Xa denotes the value of X at A = a. We show only that B/A converges to 
Pl. (To show convergence of B* / A and A * / A to P2 respectively P3 is similar.) We 
have 

B -VI + (4flhO' + v2 )(aa- l + b)X;;lSa/Ca 

A 2v(b + aa) 
_ 1+(4 b + 2)( -1 + b)X-ll-exP(-2(x+iy-fo)X,,) 

V a a v aa a 1+exp(-2(x+iy-f,,)X,,) 

2v(b + aa) 

where Ccn Sa and fa denote the values of C, S respectively f at A = a. It thus 
suffices to show 

(12.8) 

to conclude that B/A converges to Pl. When lal = Ibl, then the function as in 
(11.4) is constant v = 2b, and (12.8) is clear. When lal > Ibl, because a E Ql, 

Re((x-t-iy-fa)Xa) = ,x-fa)Xa. Now v is not constant, and since lal < Iv/al and 
dn(2ax, 1 - b2 / a2 ) E (0, 1], it follows that ax (x - fa ) X'" is positive and uniformly 
bounded away from zero for all x E R Thus (12.8) holds. 
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We set hoo to be hUI,<> with B / A (respectively B* I A, A * / A) replaced by P1 (re­
spectively P2 , P3 ) in equation (12.5) (respectively (12.6), (12.7)). Thus limx-too IIId­
hUI,,,h~lIIB€p.o) = O. Therefore f>..o -+ fPa as x -+ ()() in the sense of (8.9). 

Step 3: Showing that fD is a Delaunay surface. (We show only the IR3 case, as 
the arguments for S3 and H3 are similar.) The immersion fD has frame hL,,, U FDh~l 
and hL,,, U affects a rigid motion of the surface generated by the frame FDh~l, and 
hoo on the right is independent of y, hence vertical translation of the domain is 
equivalent to rotating the surface about a fixed line. Thus fD is a Delaunay sur­
face. More rigorously, we consider the translation of the domain 

Ie :x+iYf-tx+i(y+B), forBEIR. 

As g := (hL,,,U)-l (JD + 2i>..H- 1 (8). (hL,,,U))(hL,,,U)-l ) (hL,,,U) is a rigid motion 
of fO, we conclude that fO 1>'0=1 is a Delaunay surface if gl>'o=l is. Defining A as 
in (7.2) with a, bE IR and c = 0, we have 

T/ gl = T/ (-2i>..H- 1(8 (Fl h-1))(Fl h-1)-1) 1 
(12.9) e >'0 e >. ° 00 ° 00 >'0 

= [exp(iBA) g exp( -iBA) - 2i>..H- 1 (8). exp(iBA)) exp( -iBA) Lo ' 
since hoo is independent of the variable y. Equation (12.9) represents a rotation of 
gl>.o by the angle B about a fixed axis (independent of B). Hence gl>.o is a surface of 
revolution and so fO is a Delaunay surface. This concludes the proof of Theorem 
10.3. 0 



CHAPTER 4 

Constant mean curvature surfaces of any positive genus 

1. Preliminary results 

We denote an annular neighbourhood of the unit circle §l for some real l' E (0, 1] 
by Ar = {>. E C: l' ::; 1.\1 ::; 1/r}. It is common abuse to call a map M : Ar --+ 
SL2 (C) unitary if Misl E SU 2 • 

DEFINITION 1.1. We shall call a map M : Ar --+ SL2 (C) unitarisable on As for 
some s E [1', 1] if there exists a map h : As --+ GL 2 (C) for some s E [1', 1] such that 
hM h~l : As --+ SL2 (C) is unitary. 

We use the following notation for diagonal and off~diagonal 2 x 2 matrices: 

diag[u, v] = (0 ~), off[u, v] = (~o)· 

In preparation for Theorems 2.1 and 3.1 we first provide some technical results. 
The next lemma gives conditions on a matrix which ensure that after unitarisation, 
it satisfies the closing conditions at .\0 = ei xo. 

LEMMA 1.l. Let J c Iffi. be an open interval, and let M : J --+ SL 2 (C), U: J --+ 
SU2 be smooth maps with trM = trU. If M(xo) = ±Id and dxM(xo) is nilpotent 
for Xo E J, then U(xo) = ±Id and dxU(xo) = O. 

PROOF. Since trU(xo) = ±2 and U(xo) E SU2 , we have U(xo) = ±Id. Let r = 
~trM = ~trU. We differentiate the Cayley-Hamilton equations lvf2 - 2rivi = [J.!. -

2 2 
2rU = -Id twice and evaluate at Xo to get ±dxM(xo) = d~r(xo)Id = ±dxU(xo) . 
So dxlvf(xo) nilpotent implies dxU(xo) is also nilpotent. Since U E SU2 , we have 
dxU E 5U2, and so nilpotency implies dxU(xo) = O. 0 

Lemma 1.2 computes the derivatives of a solution to a linear ODE with respect 
to a parameter. From this the series expansion of the trace of the monodromy with 
respect to the parameter can be computed, and hence the trace can be estimated 
in a small interval, as we will see in Lemma 1.4. See [16] for a related theorem. 

LEMMA 1.2. Let ~ be a simply connected Riemann surface with coordinate z. 
Let A( z, x) : ~ X lR --+ g(2(C) be analytic in z and smooth in x and B( x) : lR --+ g(2 (C) 
be smooth. Let X(z, x) : ~ X lR --+ 9(2(C) be the solution of the initial value problem 

(1.1) (dzX) (z, x) = X(z, x)A(z, x), X(zo, x) = B(x). 

75 
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Let Xk(z) I: -+ g(2(C)' for integers k 2: 0, be the solutions to the sequence of 
initial value problems 

where Aj(z) := (d~A) (z, xo) and Bk := (d~B) (xo). Then 

(1.2) (d~X) (z, xo) = Xk(Z), 

PROOF. Differentiate (1.1) repeatedly with respect to x. o 

In the following, let I: be a connected Riemann surface with universal cover I: 
and .6. its group of deck transformations. We denote the holomorphic I-forms on I: 
by O'(I:, C). 

In the next Lemma we show that a certain class of potentials always ensures 
the closing conditions (0.3) and (0.4). Such potentials will be used in later examples 
(Theorems 2.1 and 3.1) to show the existence of new CMC surfaces. 

LEMMA 1.3. Let f, 9 E O'(I:, C) and t = A-1(A - 1)2 and 

(1.3) 

Let Wo E ~ and X be the solution to the initial value problem 

(1.4) dX = X A , X (wo, t) = Id . 

Let'Y E .6. and M(t) := X("((wo), t). Suppose that 

(1.5) {

,(WO) 

9 = O. 
Wo 

Then M(l) = Id and d>.M(l) = 0, where M(A) = M(t). 

PROOF. Note that X(w, 0) = Id + off[O, J:a g]. Hence X("((wo), 0) = Id, and 

so .~;1(1) = rd. Then with Zo = Wo, eix = A, eixo = AO = 1, B(x) = Id, A. as :1:; 
(1.3) and Z fixed to 'Y(wo) in (1.2), it follows that Al(Z) is identically zero, and 
Lemma 1.2 implies that (d>.M)(l) = O. 0 

The next lemma will be used in the proofs of Theorems 2.1 and 3.1 to show 
that certain monodromy groups can be unitarised. 

LEMMA 1.4. Take the same notations and conditions as in Lemma 1.3, with t 
replaced by ct for some constant c E lR \ {O}. Suppose that T(ct) = ~trM(ct) is real 
for all t E [-4, 0] and that 

(1.6) 10h + 1~ < ° , 
where 

{

,(WO) 

10 = f, 
Wo 
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Then for i('\, c) = T(Ct) = T(C,\-l(,\ - 1)2) there exists a co> 0 such that for all 
Icl E (0, co) we have 

li('\, c)1 < 1 for all'\ E §1 \ {1} . 

PROOF. Let X be the solution of equation (1.4) with I replaced by cl, and 

write Xij = Xij(w, t, c) for the entries of X. Defining Xij = d(~t)Xijh'(WO)' 0, c), 
Lemma 1.2 implies 

XlI = l~(WO)(g J I) , X12 = l~jO) 

X21 = l~(wotg J I (J g)) and X22 = l~(WO)(1 J g) . 
Kote that the Xij are independent of c. Considering the first two derivatives of 
det X = 1 with respect to ct and evaluating at t = 0 and w = ~((-u;o) yields 

(dctT) (0, c) = 0, (d~tT) (0, c) = X 12 X 21 - X ll X 22 = X 12 X 21 + X~2 . 
Note that the first of these two equations implies Xll = -X22' which is used in 
the second of these two equations. Equation (1.6) implies that X 12 X 21 + Xi2 < 0, 
and so the second derivative with respect to ct of T is negative, and T attains a 
maximum of 1 at t = O. Thus there exists a ko > 0 such that letl E (0, ko] implies 
IT(ct)1 E [0, 1). Let Co = ko/4. Then for all c such that Icl E (0, co) and for all 
t E [-4,0]' we have IT(ct)1 E [0,1) and the lemma follows. 0 

Applying Lemma 1.2, similarly to the proofs of Lemmas 1.3 and 1.4, we obtain 

COROLLARY 1.5. With notations and conditions as in Lemmas 1.3 and 1.4, we 
have d~M(l) = 2(diag[ -h, h] + off[Io, h D· 

2. Singly-punctured CMC surfaces of arbitrary genus 

We construct a family of CMC immersions of a singly-punctured genus g Rie­
mann surface into ]R3 with umbilics, for any positive g. The closing problem is 
solved by imposing symmetries so that the monodromy group can be siloWl! to be 
unitarisable. 

THEOREM 2.1. Let n 2': 2 be an even integer. Let ~ be the singly-punctured 
hyperelliptic genus n/2 Riemann surface defined by ~ = {(z, w) E ((:2 I w 2 = z(l­
zn)}. Let 

c E ]R*. 

Then for c sufficiently close to zero, ~ induces a conformal CMC immersion ~ --+ ]R3 

with order 2n dihedral symmetry. 

PROOF. Choose a basepoint (zo, wo) E ~ in the fibre of (0,0) E ~ and let <I> be 
the solution to the initial value problem (5.1) with <I>o = <I>(zo, wo) = Ia. We must 
show that there exists a unitariser for the monodromy of <I> and verify the closing 
conditions. 
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FIGURE 1. The three figures on the left are parts of a CMC singly­
punctured torus, as in Theorem 2.1 with n = 2. The left-most 
image shows the torus with a neighborhood of the end removed. 
The surface has 90° rotation symmetry and reflection symmetry. 
The second image shows one-fourth of the surface, which extends 
to the full surface (again with a neighborhood of the end removed) 
by these symmetries. The third image is a skeletal portion of the 
surface. The Hopf differential has a pole of order 6 at the end. 
The right-most figure is a CMC doubly-punctured torus, as in The­
orem 3.1, and the image here shows a skeleton of this torus (with 
a doubly-punctured disk containing the ends removed). 

With a = exp(rri/n), for k E {O, ... ,n -I} let Ik : [0, 1J-t z: be the curve 
from (0, 0) to (a2k , 0) and back to (0, 0) along the straight line in the z-plane from 
o to a 2k , defined by 

_ { (2sa2k, (_a)k 1.J2S(1 - 2nsn) I) , 0::; s ::; 1/2 

Ids) - (2(1- s)a2k , -(-a)k 1.J2(1- s)(l- 2n(1- s)n)l) 1/2::; s::; 1. 

Let ;Yk be the lifted curves originating at (zo, wo) and M k()..) := <p(;Yk(l), )..). Then 
M o, ... , M n - 1 generate the monodromy group of <P, since z: has only one puncture 
at (z, w) = (00, (0), and the monodromy about the puncture is N = I1~':~ M k . 

Lemma 1.3 then implies 

(2.1) Mdl)=Id, d)..Mk(l) =0, kE{0, ... ,n-1}. 

Hence we also have N(l) = Id, d)..N(l) = 0. It remains to show that there exists a 
unitariser for the monodromy group. For this, we compute the monodromy group's 
symmetries. We define the following maps on Z:: 

(2.2) a( z, w) = (a2 z, aw) , p(z, w) = (z, -w) and e(z, w) = (z, 'ill) . 

Then for geT = diag[ va-I, vaJ and gp = diag[ -i, i J we have 

at~ = g;;1 ~ geT, p. ~ = g;;1 ~ gp and e.~(1/)..) = ~()..), 

where expressions like a*~ denote a*~((z, w), )..) = ~(a(z, w), )..). Since (0,0) is 
a fixed point of a, p and e, we define the lifts a, p, B that map (0,0) to (zo, wo). 
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Then using cI>(zo, wo) = Id, we obtain 

,*", -1", 
P '±' = 9p '±' 9p , B*cI>(l/ A) = cI>(A) . 

Hence the monodromy group has the following symmetries: 

(_l)k -k k 
lv!k =9a M 0 9a' kE{0, ... ,n-1}, 

(2.3) M - 1 -1M o = 9p 09p , 

Mo = Mo for all A E §1 . 

~ote that the third of these symmetries also follows from the facts that A-I (A-1)2 E 

]R for all A E §1 and 1'0(s) E ]R2 for all s E [0,1]. Denoting the entries of Mo by 
lv!ij, the third symmetry in (2.3) implies that the Mij are all real, and the second 
symmetry in (2.3) implies that Mll = M 22 , for all A E §1. In particular, tr(Mo) is 
real for all A E § 1. The integrals I j in equation (1.6) are then 

for the curve 1(S) = (s, l..)s(l - sn)l) E ~, s E [0,1]. Using the formula, valid for 
Ren > 0, Rer > ° and Res> 0, 

1 zr-1(1 - zny-1 dz = f(~~ f(s) , 
l' nr(:n+ s) 

where fU:') = 10
00 

yf-1 C Ydy is the Euler gamma function, we get 

? 87rc2 (2n-1)cotC;') 
Ioh + 1- = - _n < ° 

1 (n - 1)(3n - 1)(5n - 1) . 

Hence by Lemma 1.4, with T(A, c) = itr(Mo(A)), there exists a Co > ° such that 
for all c satisfying Icl E (0, co), 

(2.4) !T(A, r:)! < 1 for nil A E §1 \ {1} , 

and T(l, c) = l. Then T = Mll = M22 E ]R has modulus at most 1 for all A E §1. 
Thus -M12M21 = 1 - Mil ~ ° on §\ so 

M21 1 
V := --- > ° on § . M12 -

Furthermore, v is finite and strictly positive on §1 \ {I}, by (2.4). 
Let us now consider the behavior of v at A = l. By (2.1), we know that 

MuI-\=l = M 21 h=1 = d-\M12 1-\=1 = d-\M21 1-\=1 = 0. 

Applying Corollary l.5, we have d~Md-\=l = 210 and d~M211-\=1 = 2h. Since 
h = ° and folz + if < 0, we conclude that 10 anci hare DOtil nonzero, so ivh2 and 
M21 both have zeroes of order exactly two at A = l. Hence v is nonzero and finite 
at A = 1. Thus v is a strictly positive finite function on all of §l, and therefore ~ 
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can be globally and smoothly defined on §I. Then by the first symmetry of (2.3), 
the diagonal unitariser is given by 

which simultaneously unitarizes M o, ... , M n - I on §I, i.e. hMjh- 1 E SU2 for all 
A E §I. Therefore the monodromy group of hif> is unitarized on all of §I. 

By Equation (2.1) and Lemma 1.1, the monodromy group hMjh- 1 still satisfies 
the closing conditions (0.3) and (0.4) at A = 1. Hence the resulting CMC immersion 
is well-defined on 2:. 

Since the coefficient cw-Idz of the A-I term of the upper-right entry of the 
potential ~ has no zeros or poles on the singly-punctured Riemann surface 2:, the 
CMC immersion is unbranched, see [16], Theorem 3.1. 

We now consider the symmetries of the CMC immersion resulting from hif>. Since 
(0,0) is fixed by the map (]' and h is independent of (z,w) and [h, gO'] = 0 and also 
a-*if> = g;;lif>gO', we have that (a-k)*(hif» = g;;k(hif»g~, where a-k is the composition 
of a- with itself k times. 

Let hif> = FB be the Iwasawa decomposition with respect to §I (Theorem 8.1.1 
[51D, pointwise on~. Since g;;k Fg~ is unitary and g;;k Bg~ positive, the unitary 
part of (a-k)*(hIif» is g;;kFg~. The symmetry (a-k)*F = g;;kFg~ descends to the 
immersion via the Sym-Bobenko formula [5], see also [36] section 4, and results in 
a rotation of angle k1r In about an axis independent of k. Hence the surface has an 
order 2n rotational symmetry. 

To show dihedral symmetry, we now need only show that the surface has at 
least one reflective symmetry across a plane parallel to the common axis of the ro­
tational symmetries. We will show that the map ()(z, w) = (z, iV) is such a reflective 
symmetry, by showing that the immersion generated by F via the Sym-Bobenko 
formula [5], and denoted by f, satisfies 

()* f = - f . 
Because ~I>. = ~I>'-l, we have if>(Z,W,A) = if>(Z,W,A- I ) and consequently 

if>(Z,iV,A) = if>(z,w, A-I) = B*if>(5.- I ) = if>(Z,W,A). 

This further implies that if>(ro(s), A) = if>(ro(s), A) and so M(5.) = M(A), and in 

turn h(5.) = h(A), since ()*'1o(s) = '1o(s). Thus 

h(A) if>(z, iV, A) = h(A)if>(Z, w, A) 

and consequently F(z, iV, A) B(z, w, A) = F(z, w, A) B(z, w, A). Uniqueness of the 

Iwasawa decomposition yields F(z, iV, A) = F(z, w, A) and implies ()* f = - f. 0 

REMARK 2.2. Note that the end of any surface in Theorem 2.1 is not asymptot­
ically Delaunay, because the order of the Hopf differential there is strictly less than 
-2. This is also ~implied by [43], since Delaunay ends have non-zero weight, but the 
balancing formula implies that the single end of any surface in Theorem 2.1 must 
have zero weight. 
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3. CMC immersions of a doubly-punctured torus 

In this section, we construct immersions of a doubly-punctured genus 1 Riemann 
surface into IR3 with umbilics. 

THEOREM 3.1. Let T = {[z] E c/r I z E q be the square torus, where r is the 
2 -dimensional lattice generated by 2W1 E IR+ and 2W2 = 2iw1· Let W3 = Wi + W2. 
On the twice-punctured torus I: = T \ {[W3/2], [-W3/2]}, let ~ be the potential 

C - dz c E IR*, ( 
0 c). -1 (). - 1)2) 

<" - fp""(z + W3/2) + fp""(z - W3/2) 0 ' 

where fp is the Weierstrass fp-function with respect to T satisfying (fp')2 = 4fp(fp2 -1) 
and ' denotes the derivative with respect to z. Then for c sufficiently close to zero, 
~ induces a conformal CMC immersion I: --+ IR3 with order 4 dihedral symmetry. 

REMARK 3.2. Note that fp"" = 120fp3 - 72fp. Then, since fp( -z) = fp(z) and 
fp(iz) = -fp(z), it follows that also fp""( -z) = fp""(z) and fp""(iz) = -g:/"'(z). 
These properties will be used in the following proof. One other particular property 
that we will need is, defining 

I(z) = fp"'(z +W3/2) + fp"'(z - W3/2) - fp"'(W3/2) - fp"'(-W3/2) 

= fp"'(z + W3/2) + fplll(Z - W3/ 2), 

that the integral J;Wl (I(z))2dz > 0 along the real axis from 0 to 2W1 is positive. 
--2 

This integral is real because of the relations (I(W1 ± z))2 = (I(z)) , and then one 
can check that it is positive for any choice of W1 > O. 

PROOF. Choose a basepoint Wo E I: in the fibre of Zo = 0 E C, and let <I> be 
the solution to the initial value problem d<I> = <I>~, <I>(wo) = Id. Let "ik = "ids) E C 
be the straight-line curve from Zo to 2Wk (k E {l, 2}) defined by "ik (s) = 2SWk for 
8 E [0,1]. Let 61 = 6d8) E C for 8 E [0,1] be a curve from Zo around W3/2 in 
the counterclockwise direction and back to Zo lying in a small neighborhood of the 
straight line from Zo to W3/2, and let 62 = 62(8) = -61(8) be the curve from Zo 
around -W3/2 in the counterclockwise direction and back to Zo that is the reflection 
of 61 through the point zoo 

Let M k = Nh ().) be the respective global monodromies of <I> over the torus 
along "ik, and let Ak = Ak ().) be the monodromies of <I> about the two punctures of 
I: along 6k (k E {l, 2}). Then M 1 , M 2 , A 1 , Az generate the monodromy group of 
<I>. 

This proof follows the same strategy as the proof of Theorem 2.1. First, we 
note that all the generating elements M 1 , M 2 , A 1 , A2 of the monodromy group of <I> 
satisfy the closing conditions (0.3) and (0.4). This follows from Lemma 1.3, since 
the lower-left entry in ~ is the derivative with respect to z of a function that is well­
defined on I: and hence Equation (1.5) will be satisfied. Our main effort again goes 
into showing that there exists an initial condition that unitarises the monodromy 
~:-oup 0: <I>. To accomplish this, we first compute the symrr::etries of the monodromy 
group and define the following transformations of I:: 

O"(z) =Z+W3, p(z) =iZ+W1, 8(z) = Z+W1. 
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Then with 9 = diag[ 1/0, 0], the potential E, has the symmetries 

u* E, = E" p* E, = g-l E, g, and B*E,(I/ A) = E, . 

Hence &*<1> = V,,<1>, p*<1> = Vp<1>g and 19*<1>(1/ A) = Ve<1> for some z-independent 
Vcr, Vp and Ve. Since Zo = 0 is a fixed point of the two maps 

U- 1p2: z f---t -z, u-1pB: z f---t ii 

(we interpret these compositions as being applied in order from rightmost first to 
leftmost last), and since <1>(zo) = Id, we have Vp2 V,,-1 = g-2 and Ve Vp V,,-l = g-l. 
It follows that 

M- 1 -2M 2 
1 = 9 19, 

(3.1) 

The first and third equations in (3.1) imply that also M2-
1 = g-2 M2g2. 

Because the potential is real-valued along the curve /1 when A E § 1, we conclude 
that M1 is a real-valued matrix for all A E §1. This fact, combined with the first 
equation in (3.1), implies that M1 has the form 

where a1 = a1(A) = a1(1/A), bI = b1(A) = bdl/A) and C1 = C1(>') = cdl/A). 
Furthermore, the fourth equation in (3.1) implies 

Al = (a 2 b2
), where 

C2 d2 

(3.2) a2 (1/ A) = d2 (A), b2 (1/ A) = -ib2 (>.), C2 (1/ >.) = iC2 (A) . 

From this it is clear that T1 = ~trM1 and T2 = ~trA1 are real for all A E §1. 
We will now show that MI and Al are simultaneously unitarizable for small 

Ir!. Toward this goal, we first apply Lemma 1.4 to show that for small !r! we haVf~ 
h (>')1 < 1 for all A E §1 \ {I}: We take ~ and E, as in Theorem 3.1 and take f = dz 
and 9 = (p"I(Z+W3/2) + p'Ill(Z -w3/2))dz and the curve / = /1. Then, in Lemma 
1.4, we have 10 = 2W1 > 0 and h = O. To compute h, integration by parts yields 

where I(z) is as defined in Remark 3.2. Then by Remark 3.2, we have 12 < O. Thus 
the conditions of Lemma 1.4 hold and we conclude that for all C E lR sufficiently 
close to 0, we have 

(3.3) h(>')1 < 1 for all>' E §1 \ {I} . 

From (3.3) and the fact that b1C1 = ai - 1 E lR on §l, we have 

(3.4) . 
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Thus we can define a function 
Cl 

v=--
b1 

83 

that is finite and nonzero on §1 \ {I}. Furthermore, by (3.4) and the fact that 
b1 E IE. on §l, we conclude that 

(3.5) O<v<oo 

for all A E §1 \ {I}. Similar to the arguments in proving Theorem 2.1, Corollary 
1.5 implies that b1 and Cl both have zeroes of order exactly two, hence v is nonzero 
and finite at A = 1 as well. It follows that ~ > 0, representing the positive fourth 
root of v, is globally and smoothly defined on §1. We define 

(3.6) (~ 0) 
h = 0 (~)-1 . 

Because b1Cl :::; 0 and y'v 2: 0, the conjugate hM1h- 1 E SU2 for tAt = 1. 
The image of the path ,261 under the map p is homotopic to the path ,;-1 61 , 

Hence AIM2 and A 1M 1-
1 are conjugate and so have the same trace. Hence 

tr(AdM2 - M 1-
1)) = b2Cl (1 + i) + c2 bd1 - i) = 0 . 

It follows that 

(3.7) 

In (3.7), either both b2 and C2 are identically zero, or neither ofthem are identically 
zero. If b2 and C2 are identically zero, then Al is diagonal and Al E SU2 for all 
A E §1. Hence we have succeeded in simultaneously unitarizing both Ml and Al on 
§1 by conjugating by h. We may then proceed to the final paragraph of this proof, 
which gives the concluding argument for proving Theorem 3.1. Therefore, without 
loss of generality, let us assume that neither b2 nor C2 is identically zero. 

Under the assumption that b2 and C2 are not identically zero, by (3.7) we also 
have 

Furthermore, (3.2) and (3.5) then imply that b2 = Tl (1 + i) and C2 = T2(1 - i) with 
Tl,T2 E IE. and TIIT2 :::; 0, on §1. These facts together show that also the conjugate 
hA1h-1 E SU 2 for tAt = 1. 

Thus we have simultaneously unitarised Ml and Al on §1. Since 9 E SU2 
and commutes with h, conjugation by h also unitarizes M2 and A 2 , so the full 
monodromy group is unitarized on §1. Now, like in the proof of Theorem 2.1, using 
Iwasawa splitting on §1 and noting that the monodromy of h «> still satisfies (0.3) 
and (0.4), we conclude that the resulting CMC surface given by the Sym-Bobenko 
formula is defined on ~. Finally, analogous to the arguments at the end of the proof 
of Theorem 2.1, the order 4 dihedral symmetry of the resulting CYrC immersions 
Call be .;nowll, allU. ,,:n..:.:.: the coefficient cdz of the A-I term of tLe uppcr-rigLt cntly 
of the potential ~ has no zeros or poles on the twice-punctured Riemann surface ~, 
the resulting CMC immersion is unbranched [16]. This completes the proof. 0 
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4. Doubly-periodic CMC surfaces in IR3 with ends that are asymptotically 
Delaunay 

In this section, we provide a third class of WeierstraB data for which the mon­
odromy can be unitarised. The potential is of interest to us because, although the 
monodromy can be unitarised, the monodromy does not satisfy (0.3) at Ao = 1. 
The relaxing of this closing condition is what allows the resulting CMC immersions 
to extend to doubly-periodic surfaces (when n = 3,4,6 in the theorem). 

THEOREM 4.1. Let n :::: 3 be an integer, and define the Riemann surface ~ = 
(<C \ P) U {oo} with P = {z E q zn = I}. Let 

( 4.1) 

where 

(n - 2)2w 2 1 - n [-8n) 
(4.2) V(A) = 16n2 (1 - A) + -;;?A, wE (n _ 2)2,0 . 

Let Wo E ~ be in the fibre of Zo = 0 E ~ and let <P be the solution of d<p = <PC 
<p(wo) = Id. Then there exists an initial condition that unitarises the monodromy 
of <P. 

FIGURE 2. CMC surfaces with 3-, 4-, 5- and 6-fold symmetry (the 
CMC immersions f in (4.5) produced from Theorem 4.1) in the up­
per row. In the case of 3-,4- and 6-fold symmetry, doubly periodic 
CMC surfaces can be constructed by reflection in planes perpendic­
ular to the plane of this page. The annulur ends of each surface 
are nodoidal with equal weights and parallel same-directed axes. 

PROOF _ Let a = exp( 7fi / n), and define the closed polygonal loop rO : [0, 1 J -+ ~ 
as follows: 

{ 

4ta-l for 
(2 - 4t)a-1 + 8t - 2 for 

rO(t) = 6 - 8t + (4t - 2)a for 
. (4-4t)a for 

Then define the loops 

0::; t ::; 1/4, 
1/4::; t ::; 1/2, 
1/2::; t ::; 3/4, 

3/4::; t ::; 1. 

rj(t) = a 2j
r o(t) , j = 1,2, ___ , n - 1 . 
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Let Mj be the monodromy of <P along "(j. Then Mo, M1, ... , Mn- 1 generate the 
monodromy group of <P. Under the transformation p : z --+ a 2 z of I:, we have 
p*E, = g-lE,g, where g = diag[a- 1 , a]. Because p(zo) = Zo and <p(zo) = Id, we 
have M j = g-j Mogj. 

Changing variables to i = 1/ z and gauging (E, f-t E,.g = g-1 E, g + g-1 dg) by 
g = diag[ i-I, i], we have 

-A-I) 
i-I di. 

Then one solution of dif> = if>. (E,.g) is if> = exp (( 01 ~) log i) F(i, A), where F(i, A) 
is well-defined and holomorphic with respect to i and is nonsingular at i = o. 
Furthermore, F(i, A) is defined for all A E §1. (This follows from a well-known 
result in the theory of ordinary differential equations, see [36] section 8.) It fol­
lows that the monodromy of <P along the loop "(n-l ... "(1 "(0 (here again composi­
tion of these loops is from rightmost first to leftmost last) encircling z = 00 is 
(MO)(g-1 MOg) ... (gl-n Mogn-l) = Id. Thus (Mog-l)n = -Id. Hence the eigenval­
ues of MOg- 1 are constant and are n-th roots of -1. Since 

with 

B = a V'zn - l1 z 

( \I(n - 1) -2 d(, D = a-I V'zn - 1 , 
we have that Mo is upper-triangular at A = 1 and the upper-left (resp. lower-right) 
entry of its diagonal is a-2 (resp. ( 2 ). So the eigenvalues of M Og- 1 are the same 
as the eigenvalues of g-l: 

(4.3) (eigenvalues of g-l) = (eigenvalues of MOg-l) = a±1 . 

Now we determine the eigenvalues of Mo for general A: 
For 9 = diag[ JZ=}", ,0] we have 

E,.g = A~ + O((z _1)0) , 
z -1 

in a neighborhood of z = 1. Applying Lemma 9.1 in [36]' we have that one solution 
of dif> = if> . (E,.g) is if> = exp (A log(z - 1)) . F(z, A), where F(z, A) is hoI om orphic 
and well-defined at z = 1. Furthermore, F(z, A) is defined for any A E §1 at which 
the difference of the eigenvalues of A is not an integer. Hence F(z, A) is defined on 
§1 minus a finite set of points. 

Hence one solution of dif> = if>E, is if> = if> g-l. Therefore any solution of del> = 
if>E, has monodromy along "(0 that is conjugate to - exp(27riA). In particular, the 
pigenvalups of Mo are - exp(±i7rV1 + 4A- 1V(A)), and so 

(4.4) (eigenvalues of Mo) = -exp (±7ri(:-2)V1 + T ('\-;'1)2) . 
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We now show that lvIo and g can be simultaneously unitarised at every point in 
§1 where F(z,)..) is defined: We define the half-traces t1 = (1/2)tr(g-1), t2 = 
(1/2)tr(Mog- 1) and t3 = (1/2)tr(Mo). Then, since Mo g-l (Mog-1 )-1 = Id, the 
condition for simultaneous unitarizability [25]' see also [4], of Mo and g-l and 
(Mog-1 )-1 is 

1 - ti - t~ - t~ + 2t1 t2 t3 2: 0 . 

By Equations (4.3) and (4.4), this condition holds for all ).. E §1 (where F(z,)..) is 
defined) if and only if 

-cos (1f(nn-2lV1+:;f(A-:;.ll2) E [cose:), 1] , 

and this in turn holds if and only if w E [(;!~2' 0], as in Equation (4.2). 
It follows that the full monodromy group can be unitarized at all but a finite 

number of points in § 1. 

Note that if Mo and g-l commute for all ).. E §\ then Mo must be diagonal, 
and hence Mo()..) E SU2 for all)" E §1. In this case, Lemma 4.1 is then clearly true, 
so without loss of generality we may assume that [Mo, g-l] i- O. Thus we can apply 
the gluing theorem [55] (see also [36]) to conclude there exists an initial condition 
h such that the monodromy group of hiJ> is unitary. 0 

EXAMPLE 4.1. Now let n, P, :E, ~ and w be as in Theorem 4.1. Let V = {z E 
q Izl :::; I} be the closed unit disk in C. Let h = h()") be the unitaT"iser of the 
monodromy of the solution iJ> of d iJ> = iJ> ~ given by Theorem 4.1. Let 

(4.5) f : V \ P -+ ]R3 

be the CMC immersion generated by the data (:E,~, h, 0). By the gluing theorem 
[55], the immersion f via the Sym-Bobenko formula [5], in (4.5) is defined when 
using r-Iwasawa splitting [46] for r < 1 and r sufficiently close to 1. Then, up to 
a rigid motion and homothety of]R3, we find numerically that f has the following 
properties (see Figure 2): 

• the image of f has order n dihedral symmetry, 
• the boundary of the image of f consists of n complete planar geodesics 

that are congruent to each other, each lieing in a different plane 

{(X1,X2,X3) E]R3 ICOS(~)X1 +sin(~)x2 = I} 

for j = 0,1, ... , n - 1, 
• f has n ends at the punctures in P, and the image of each end is asymp­

totic to a (7f(n - 2)/n)-angle arc of a Delaunay nodoid, 
• the axes of the asymptotically Delaunay ends are all vertical (i. e. parallel 

to the line {(O, 0, X3) E ]R3}} and the third coordinate X3 of f satisfies 
limzED,z-+p X3 = +00 for all pEP. 

• If n E {3, 4, 6}, the complete surface built by reflection across boundary 
planar 'geodesics is doubly periodic; in particular, it is invariant with r·e­
spect to two independent translations of]R3 parallel to the plane {(Xl, X2, 0) E 
]R3} . 
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REMARK 4.2. In the cases n = 3, 4, 6, the image f(V \ P) can be repeatedly 
reflected to produce a doubly-periodic surface with closed ends. By the asymptotics 
theorem [55], the annular ends are asymptotically Delaunay with negative weight w. 

5. Open problems 

(i) Can one prove that the surfaces in Theorems 2.1 and 3.1 are complete and 
properly immersed? Could one further prove the asymptotic behavior of 
their ends? In particular, are the ends of the examples in Theorem 2.1 
asymptotic to ends of 2n-legged Smyth surfaces? . 

(ii) By techniques like those used here, can one prove existence of a CMC sur­
face with finite topology and asymptotically Delaunay ends and positive 
genus? 





CHAPTER 5 

Coarse classification of constant mean curvature 
cylinders 

1. Basic definitions and results 

1.1. Loop groups: In this chapter we introduce a loop group, a loop algebra 
and two splitting theorems. Let Cr := {). Eel 1).1 = r} be the circle of radius r 
with r E (0,1], and let D r := {). Eel 1).1 < r} be the open disk of radius r. We 
denote the closure of Dr by Dr := {>. Eel 1).1 ~ r}. Also, let Ar = {>. Eel r < 
1).1 < l/r}. This is an open annulus containing 51. Let Ar denote the closure of 
A r · 

Furthermore, let Er = {). Eel r < I).I} be the exterior of the circle Cr. For 
any r E (0, 1] C IR, we consider the twisted loop algebra and loop group: 

Ar sl(2,C)". = {a: Cr -+ sl(2,C) I a is continous and a(-).) = 0"3a().)0"3 } , 

A r 5L(2, C)". = {g : Cr -+ 5L(2, c) I g is continous and g( -).) = 0"3g().)0"3 } , 

where 0"3 = (6 ~1 ). 
We need to define special subgroups of A5L(2, C)".. First we consider the 

twisted 5U(2) r-loop group: 

A r 5U(2)". = {F()') E A r 5L(2,C)". I F()') E 5U(2), for all). E 51, 

F()') extends holomorphically toA r } . 

Note that the definition of Ar5U(2)". implies that F is continuous on Ar and holo­
morphic on A r . Next, we define the twisted "plus r-loop group" and "minus r-loop 
group": 

A;'B5L(2, C)". = {W+ E Ar 5L(2, C)". I W+()') extends holomorphically 

to Dr and B(O) E B} , 

A;'B5L(2, C)". = {W+ E Ar 5L(2, C)". I W+()') extends holomorphically 

to Er and B(oo) E B} , 

where B is a group of diagonal matrices in 5L(2, C). If B = {Id} we write the sub­
::,crlpt Of' ~nsteaG. of E, if B = {all diagonal matrices} we abbreviate A;'B5L(2,'2)". 

and A; B5L(2, C)". by At 5L(2, C)". and A; 5L(2, C)". respectively. From now on 
we will' use the subscript B as above only if B n 5U (2) = {Id} holds, in particular 

89 
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if B is the group of all diagonal matrices with positive real entries. When r = 1, 
we always omit the 1. In order to make the above groups and algebras complex 
Banach Lie groups and Lie algebras, we restrict the occurring matrix coefficients to 
the "Wiener algebra" (see [31], page 5) 

(1.1) A = {f(>') = L fn>.n : Cr -+ C ; L Ifni < oo} . 
nEZ nEZ 

We will assume from here on that all matrix coefficients are contained in the Wiener 
algebra A. It is well known that the Wiener algebra is a Banach algebra relative 
to the norm Ilfll = L Ifni, and that A consists of continous functions. Moreover, 
with coefficients in A, the loop groups and loop algebras defined above are Banach 
Lie groups and Banach Lie algebras. 

From [21], we quote the following two splitting Theorems: 

THEOREM 1.1. (Birkhoff decomposition) For any r E (0,1], we have the disjoint 
union 

A r SL(2, q" = U A; SL(2, q" . Wn . A;: SL(2, q" , 

where Wn = (.xon .x ~n) if n = 2k and ( _~-n .xon) if n = 2k + 1. The loops, for which 

n = 0, form an open dense subset of A r SL(2, q", and the multiplication map 

A; *SL(2, q" x A;: SL(2, q" ----+ A r SL(2, q" 
is an analytic diffeomorphism onto its image. 

THEOREM 1.2. (Iwasawa decomposition) For any r E (0,1] and each B of 
diagonal matrices of SL(2,q, which satisfies U(l) . B = {all diagonal matrices} 
and SU(l) n B = {Id}, the multiplication map 

A r SU(2)" x A; BSL(2, qO' -+ Ar SL(2, q" 
is a real analytic diffeomorphism onto. 

1.2. Holomorphic and normalized potentials: Let tJr.x : 1) -+ ffi.3, >. E Sl, be 
the associated family of (conformal) constant mean curyature H = 1 /2 immersion~; 
where 1) = disk in C or 1) = C. Moreover, let F(z, >.) : 1) -+ ASU(2)0', >. E Sl, be 
the extended framing of tJr.x (see [13]). It is well known (see also the introduction) 
that tJr.x can be obtained from F by the Sym-Bobenko-Formula 

(1.2) tJr.x = - -F· F + -Fa3F ( 
d -1 i_I) 
dt 2 ' 

where we have set>. = eit . 

Next we quote Lemma 4.5 in [21]. 

THEOREM 1.3. (Existence of holomorphic potentials) Let tJr.x : 1) -+ ffi.3 be a 
CMC-immersion with H = 1/2, and let FE Ar SU(2)" be the extended framing of 
tJrA · Then there exists a holomorphic 1-form T} on 1) of the form: 

(1.3) T}(z,>.) = L T}j(z)>.jdz, 
j>-l 



1. BASIC DEFINITIO;\fS AND RESULTS 91 

where 'L,r}j(z),,i E Asl(2,q.,., such that a holomorphic solution C E Ar SL(2,q.,. 
of dC = CTj has an Iwasawa splitting C = F . W +, that is, with F as given above 
and with W+ E A~BSL(2, q.,.. 

We call any holomorphic solution C E Ar SL(2, q.,. to dC = CTj, Tj as above, 
a holomorphic extended framing. Also from Theorem 4.10 in [21], we have the 
following: 

THEOREM 1.4. (Existence of normalized potentials) We retain the assumptions 
of Theorem 1.3. Then there exists a meromorphic 1-form ~ qn:D of the form: 

(1.4) 

where f is a nonvan'ishing meromorphic function and Q is a holomorphic function 
such that there exists a merom orphic solution g_ E Ar SL(2, q.,. to dg_ = g_~ 

with Iwasawa splitting g_ = Fy+, that 'is, with F as given above and with y+ E 

A~BSL(2, q.,.. 
1.3. Dressing and Synnnetries: Let 3" be the set of extended framings of CMC­

immersions. For F(z, z,).) E 3" and h+ E A; SL(2, q.,. we define 

(1.5) h+()')F(z,z,).) = (h+#F)(z,z,).)g+(z,z,).) , 

where (h+#F)(z, z,).) is the unitary part of the unique Iwasawa decomposition in 
A r SL(2, q.,. and g+ its positive part. Let 3"Id be the set of normalized extended 
framings with base point Zo E :D i.e., F E 3"Id if and only if F(zo, zo,).) = Id. Then 
h+()') = h+()')F(zo, zo,).) = (h+#F)(zo, zo, ).)g+(zo, zo,).) implies h+#F(zo, zo,).) = 
Id. Thus h+#F is again in 3"Id. We will say that h+#F is obtained from F by 
dressing with h+. 

We will also define the dressing on the level of holomorphic extended framings. 
Let C be the solution of dC = CTj in Theorem 1.3 with some initial condition 
C(zo,).) = Id, then we define 

6 = h+()') . C· h.+ 1
().) , 

where h+ ().) E A-; SL(2, q.,.. We will say that 6 is obtained trom C by dressing 
with h+. To see how the surface is changed by dressing with h+, one needs to per­
form an Iwasawa decomposition of h+F = FW+, where C = F· W+ is the Iwasawa 
splitting of C. Then F E A r SU(2).,. is the frame for a new CMC-immersion. This 
change in the frame from F to F is nontrivial. Moreover, also the associated change 
on the surface level is nontrivial. 

1.4. Invariant potentials and the monodromy problem: In this subsection, we 
will consider the construction of CMC-immersions with H = 1/2 from surfaces with 
nontrivial fundamental group. The essential point in the construction of CMC­
immersion here is the "Monodromy problem". Before we state the definition of a 
monodromy matrix, we recall [17]. 

PROPOSITION 1.5. Let M = r \:D be a connected Riemann surface with uni­
versal cover:D and Fuchsian group rand lP : M -+ ]R3 a CMC-immersion. Let 
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tjf), denote the associated family of tjf and F and C an extended framing and a holo­
morphic extended framing respectively. Then for every , E r there exists some 
X-y E ASU(2)u such that ,*C = X-y(A)CG+ and ,* F = X-y(A)Fk(z, z) for some 
G+ E A+SL(2,C) and k E U(l). 

More generally we have the following definition. 

DEFINITION l.6. Let M = r \ 1) be a connected Riemann surface with universal 
cover 1) and Fuchsian group r. Let 7) or ~ be a holomorphic potential or a normalized 
potential on 1) as in Theorem 1.3 or Theorem 1.4, and let C be a solution to dC = 
C7) ordC = C~. And let F be the unitary part of the Iwasawa splitting ofC = FW+, 
and let, E r be some deck transformation. A matrix M-y E Ar SL(2, C)U (resp. 
Ar SU(2)u) is called a monodromy matrix for, and C (resp. F) if ,*C = M-yCG+ 
(resp. ,* F = M-yFk), for some G+ E ASD:;(2, C)u (resp. k E U(l)). 

REMARK l.7. Here the k defined above is the change of coordinate of a CMC 
surface. Note that: 

(i) If M is C, then from [14], without loss of generality we can assume k = Id. 
(ii) Moreover, if M is non-compact, then for the same argument above, we 

also can assume k = Id. 
(iii) Actually k is irrelevant for the resulting CMC surface, since k goes away 

in the Sym-Bobenko-Formula. 

It will be particularly convenient to have G + = Id. We have the following 
necessary and sufficient condition for such a monodromy. 

PROPOSITION l.8. Let M = r\1) be a connected Riemann surface with univer­
sal cover 1) and Fuchsian group r. Let 7) be a holomorphic or normalized potential 
on 1) and C be a solution of dC = C7). Then 7) satisfies ,*7) = 7) for some, E r if 
and only if there exists a monodromy M-y of C such that ,*C = M-yC. 

PROOF. ",*" Let C be the solution to dC = C7), and let ,*C be the solution to 
d(,*C) = (,*C)(,*7)) = (,*C)7) with (,*C)(zo, A) = M-y E A r SL(2, C)u' Then the 
uniqueness of the solutions to ODE's implies ,*C = M-yC (sec [11]). The converse 
statement is clear. 0 

We now introduce the notion of a "meromorphic potential" on a Riemann sur­
face M, which is locally equivalent to the notion of a "hoI om orphic potential" as 
described in Theorem l.3. These two notions are, however, globally different, i.e., 
in general holomorphic potentials are only well defined on a universal cover of M, 
while meromorphic potentials as defined below are always well defined on M. 

THEOREM l.9. (Existence of meromorphic potentials) Let M = r \ 1) be a 
connected Riemann surface with Fuchsian group r. And let tjf), : M -t ~3 be a 
CMC immersion with H = 1/2, and let F E Ar SU(2)u be the extended frame of 
tjf),. Then there exists a meromorphic i-form 7) on M of the form: 

(l.6) 7)(z, A) = L 7)j(z)Aj dz , 
j>-l 
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satisfying 

(1.7) ,*T] = T] for all, E f 

such that there exists a merom orphic solution C E Ar SL(2, C)17 to dC = CT] with 
Iwasawa splitting C = F . W +, that is, with F as given above and with W + E 

A;'BSL (2, C)17' 

PROOF. We follow the proof of Theorem 3.2 in [16]. We would like to find 
a W+ E At SL(2, C)17 such that C = FW+ is meromorphic and satisfies ,*C = 

X,(..\)C for, E f. By Lemma 4.5 in [21], there exists W+ : 1) -+ A + SL(2, C)17 such 
that 

is holomorphic. Hence 

(1.8) ,*6 = b* F)b*W+) = X,("\)Fkb*W+) = X,(..\)6W;lkb*W+) , 

where P+ = W;lkb*W+) is holomorphic. Since k satisfies the cocycle condition 
(see Theorem 2.3 in [14]), P+ = P+b, z) satisfies the co cycle condition 

(1.9) P+bnl,Z) = P+b2,Z)P+bl,,2Z) . 

From Theorem 12 in [28]' P+ can be represented in the form 

(1.10) 

where 0: : 1) -+ SL(2,C)/±Id is meromorphic. Moreover if M is non-compact, 
then 0: can be chosen holomorphic (see Corollary 4 in [28]). Let 0: = 0:+0:_ be the 
Birkhoff decomposition of 0:. Equation (1.10) now implies that ,*0:_ = 0:_ and 
,*0:+ = p;lo:+. Thus P+ = ±o:+b*o:+l), and we set 

C(z,..\) = 6· 0:+ . 

Then C satisfies ,* C = C. o 
REMARK 1.10. As pointed out in the proof above, and as known from [16]' if 

M is a non-compact Riemann surface M, then there exists a holomorphic i-form, 
not only a meru1T!oTphic i-fonn, fur every C-;"IC-immer:;ion frU'II! A,t to :R~, i.e., 
there exists a holomorphic potential on M for every CMC-immersion from M to 
IR3. 

In general, the monodromy matrix M, in Definition 1.6 is not uniquely deter­
mined. We have the two possibilities: either the associated family of an immersion 
lJ!>. has umbilic points or the associated family of an immersion 1ft>. does not have 
umbilic points. If lJ!>. has umbilic points, then the monodromy matrix M, considered 
in Definition 1.6 is uniquely determined up to a sign, because the isotropy group of 
lJ!>. consists of ±Id only. If lJ!>. does not have umbilic points, then the monodromy 
matrix M, considered in Definition 1.6 is not uniquely determined, because the 
isotropy group is (in general) not trivial. If we take an element B+ of the isotropy 
group, then JvI,B+ is also a monodromy matrix in the sense or Dennitiull 1.6. 

However, if T] is an invariant potential on M, meromorphic or holomorphic, 
then for, E f the matrix M, satisfying ,*C = M,C is uniquely determined and 
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, --+ M"( is a group homomorphism. We are still interested in the more general 
definition given in Definition 1.6, since in general M"( may not be unitary on Sl, 
while M"(B+ is unitary on Sl for some B+ in the isotropy group (see e.g. [15]). For 
more detail on this issue we refer to [17]. 

As pointed out just above, the monodromy matrix M"( obtained in Proposi­
tion 1.8 is, in general, not unitary on Sl. However, in order to construct CMC­
immersions on M = r \ 1) we need unitary monodromy (together with the closing 
conditions). If M"(B+ is unitary, we can continue with the construction of an im­
mersion defined on M. If there is no B+ in the isotropy group such that M"(B+ 
is unitary, then one can try to find at least some dressing transformation, which 
changes the given monodromy matrix M"(B+ into a unitary monodromy matrix. 

Let 0 < r < 1 and M : Ar --+ Sl(2, C) be holomorphic. Then M is called 
s-unitarizable for 0 < r < s < 1 if there exists some h E A s SL(2, C)a such that 
hMh- 1 E A s SU(2)a. If M is just defined on the unit circle, then M is called 
unitarizable if and only if there exists some h E ASL(2, C)a such that hMh- 1 E 

ASU(2)a. 

THEOREM 1.11. ([16]) Let M be an element of A r SL(2, C)a. Then M is uni­
tarizable via dressing for some s E (r, 1] if and only if, for all >. E Sl, 

(1.11) Tr(M) E (-2,2) or M = ±Id. 

As a corollary of the above theorem, for a monodromy matrix of C defined in 
Proposition 1.8, we have the necessary and sufficient condition for being unitariz­
able: 

COROLLARY 1.12. We retain the assumptions of Proposition 1.B. Then there 
exists h+(>') E A;SL(2,C)a such that 0 = h+(>')C is a solution of dO = 07] and a 
monodromy matrix of 0 is M"( = h+M"(h+l E Ar SU(2)a if and only if M"( satisfies 
the condition (1.11). 

Note, if a monodromy matrix for a holomorphic extended framing is unitary, 
then after Iwasawa splitting, the extended framing admits the same monodromy 
matrix. By the Sym-Bobenko-Formula this yields an immersion tf/).. satisfyil"lg 
,*tf/).. = R(>.)tf/)..(z), where R(>.) is a rigid motion. 

We let M"( E ASU(2)a be a monodromy matrix of F. Then we obtain the 
following necessary and sufficient condition for the closing of a surface tf/)..=)..o with 
respect to ,. 

THEOREM 1.13. We retain the assumptions of Proposition 1.B. Furthermore, if 
M"( E Ar SU(2), then M"( is also a monodromy matrix for F with respect to" where 
F is the unitary part of the Iwasawa splitting of C = FW +. Let tf/).. be defined from 
F via the Sym-Bobenko-Formula (1.2), then ,*tf/)..=)..o = tf/)..=)..o for some >'0 E Sl 
holds if and only if 

(1.12) M"((>.o) = ±Id and fhM"((>'o) = 0 . 

2. CMC-immersions and two complex variables 
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2.1. Double loop groups and the Iwasawa decomposition: In the context of 
Wu's-Formula [68], it turned out that the extended framings F(z, z, A) of some 
C M C-immersion are restrictions of meromorphic maps F (z, w, A), defined on 1) x 1), 

where 1) =disk in C or C and 1) is the complex conjugate domain of 1). Also for the 
main result of this paper (Theorem 4.8) it will be useful to consider meromorphic 
extensions to two complex variables. 

To explain this in detail one needs to consider double loop groups. Following 
[23], but interchanging "+" and "-" and "R"and "r", we set 

where 0 < r < R. Moreover 

H+ = A; SL(2, C)" x ARSL(2, C)" , 

H+,* = A~*SL(2, C)" x ARSL(2, C)" , 

H_ = {(gl, g2) E H; gl and g2 extend holomorphically to Ar and gilA, = g2lA r } • 

We quote Theorem 2.6 in [23]. 

THEOREM 2.1. We have the disjoint union 
00 

where Wn = (Id, (Aon A ~n )) if n = 2k and (Id, (_;-n Aon )) if n = 2k + 1. The 

loops, for which n = 0, form an open dense subset of H, and the multiplication map 

H_ x H+,* -+ H 

is an analytic diffeomorphism onto its image. 

We would like to point out that the proof of the theorem above is almost 
verbatim the proof given in the basic splitting paper [1]. Below we show how this 
implies the well-known r-Iwasawa decomposition Theorem 1.2 (see also [20]): 
Proof of Theorem 1.2. Let g E Ar SL(2, C)". Consider the map 

Ar SL(2, C)" -+ Ar SL(2, C)" x AR SL(2, C)" , g M (g(A), (g(l/P)t) -1) , 
where R = l/r, IAI = rand IJ-tl = R. From Theorem 2.1 above we infer that one 
can write 

Spelling this out we obtain 

(2.2) 

(2.3) 

g(A) = u(r) (A)ht) (A) 

(g(l/p)t) -1 = U(R)(J-t)Wh~R)(J-t) , 
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where u(r) and U(R) denote the boundary values oLU on Cr and CR respectively. 
The second equation is equivalent with 

(2.4) 

Replacing I" by 1/5.. we obtain 

(2.5) g(A) = (U(R)(I/A)tf
l 

(wt)-1 (h~R)(I/A)t)-1 

A comparsion with Equation (2.2) shows 

(2.6) (U(R) (1/ A) t) u(r) (A) = (wt) -1 (h~R) (1/ A) t) -1 (h~) (A)) -1 

Equation (2.6) is the Birkhoff decomposition of a self-adjoint loop 

q(A) = (U(R)(I/A)t) u(r)(A). Therefore W = Id, and the right hand side loop of 

Equation (2.6) is defined on C U {oo}. Hence q(A) is constant. Since q(A) is also a 
positive definite matrix, we obtain q(A) = k, where k is a A independent diagonal 
matrix with entries ko, kr;1 > O. We set U = uk, where k is the A indepen-

dent diagonal matrix with entries fto, fto-l. We have (9(A), (g(I/P)t) -1) = 

(u(r), U(R)) (Id, Id) (k-lh~)(A), k-lh~R)(I"))' Moreover, from Equation (2.6) 

we obtain u(r)(A) = (U(R)(I/A)t) -1. If r = 1, the claim follows. Assume now 

r < l. Since u(r) and U(R) are the boundary values of a holomorphic function U 
in r < IAI < l/r, we can restrict the equation above to the unit circle and obtain 

U(A) = (U(A) t) -1, whence U(A) is unitary on SI. 

2.2. CMC-potentials in the double loop group picture: In this subsection, since 
the extended framing F(z, z, A) of a CMC surface is defined on. the unit circle 
IAI = 1, we use r = R = l. Let C = C(z, A) = FW + be a holomorphic extended 
framing of some CMC-immersion. Using the embedding discussed in the last section 
we consider 

(2.7) 

If TJ = TJ(z, A) denotes the Maurer-Cartan-Form of C, TJ = C- l dC, then the Maurer­
Cartan-Form of the image under the map (2.7) is given by 

(2.8) (TJ(z, A), -TJ(z, A)t) . 

We would like to, point out 

{ 
TJ(z, A) t 

(2.9) -TJ(z, A) 
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2.3. Extended framings in two complex variables: In this subsection, we con­
sider a procedure that is converse to the construction discussed in the previous 
section. To motivate the approach below we rephrase the second equation of (2.9) 
as 

(2.10) 
--;----,-..,-,t 

T(W,J.L) = -ry(w, 1/J.L) , 

where W = z and J.L = 1/>'. Thus 

1 

(2.11) T(W,J.L) = L Tm(W)J.Lm , 
m=-(X) 

t (_t)-l where Tm(W) = -ry-m(w) . Using the equations above and setting R = C we 

obtain 

(2.12) { 
dC 
dR 

Cry, C(zo,.\) = Id 
RT, R(zo,.\) = Id 

where and Zo and Zo are the base points chosen in :D and :D respectively. 
We now consider a more general setting, i.e., w, J.L and T(W, J.L) are independent 

of z, .\ and ry(z,.\) and Zo E :D, Wo E :D are arbitary, but fixed. Let's start from the 
potential: 

(2.13) i} = (ry(z, .\), T(W, J.L)) = C~l ryk(Z).\k, mtco Tm(W)J.Lm ) 

where z E :D, W E :D, .\ E C, 1.\1 = r, J.L E C and IJ.LI = Rand ryk and Tm 
are holomorphic differential I-forms. Let C and R denote the solutions to the 
differential equations 

(2.14) 
{ 

dC 
dR 

Cry, C(zo,.\) = Id 
RT, R(wo, J.L) = Id 

where Zo E:D and Wo E :D. We consider the generalized Iwasawa decomposition of 
Theorem 2.1. 

(2.15) (C, R) = (U, U)(Id, W)(V+, V_) . 

In view of the initial conditions and the fact that the big cell in the double loop 
group is open, we can assume W = Id, if (z, w) is sufficiently close to (zo, wo). Thus 

(2.16) 

and U = U(z, w,.\) is meromorphic in two complex variables z and W (see [33]). 

2.4. Meromorphic extensions of extended framings: In this section, we show 
that extended framings have unique meromorphic extensions. This follows essen­
tially from the previous two sections. 

THEORE;,; 2.2. Let F(z, z, ,\), Z E 1) be a extended framing uf any C:\IC­
immersion. Then there exists a.\ independent diagonal matrix l(z,z) E SL(2, C), 
and F(z, z, '\)l(z, z) has a meromorphic extension U(z, w,.\) to:D x :D. 
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PROOF. Let F = F(z, z, A) be the extended framing of some CMC-immersion. 
Let C(z,A) = F(Z,Z,A)W+(Z,Z,A) be a holomorphic extended framing. We note 

that IAI = 1. Set R(w,A) = (C(w,A)t) -1, where wE 1) is independent of z. Then 

the pair (C (z, A), R( w, A)) corresponds to a potential (7), T) as considered in the 
previous section, 

7)(z, A) = C- 1dC, T(W, A) = R-1 dR . 

We thus obtain C(z, A) and R(w, A) as the solutions to dC = C7), z E 1), and 
dR = RT, w E 1), where we also use C(zo, A) = Id and R(wo = zO, A) = Id. As in 
the previous section we obtain (using the unique generalized Iwasawa decomposition 
of Theorem 2.1, i.e., 1L x H+,. -t H) 

(2.17) 

Therefore 

(2.18) 

{ 
C(z, A) 
R(w, A) 

U(z, w, A) 

U(z, W, A)V+(z, W, A) 
U(z, w, A)V- (z, w, A) 

C(Z,A)V+(z,w,A)-l 
R(w, A)V- (z, W, A)-l . 

Substituting C(z, A) = F(z, z, A)W+(Z, z, A) and R(w, A) = (C(w, A)t) -1 = 

F(W,w,A) (W+(W,W,A)t)-l, we obtain 

(2.19) 
U(z, w, A) F(z, Z, A)W+(Z, Z, A)V+(z, W, A)-l 

= F(W,w,A) (W+(W,W,A)t)-l V_(Z,W,A)-l 

For w = z, Equations (2.19) imply that 

(2.20) ( 
t)-l W+(Z,Z,A)V+(z,Z,A)-l = W+(Z,z,A) V_(Z,Z,A)-l 

The left hand side is in A + SL(2, qu and the right hand side is in A - SL(2, qu, 
thus W+ V;l = (W+t) -1 V::-1 = l(z, z), where I is a A independent diagonal matrix 

with entries 10,10 1 > O. We note that l(z, Z)2 = V-=-b(z, z) by Equation (2.20), where 
V_,o is the first coefficient matrix of the expansio~ of V_(z, z, A) with respect to A. 
From Equation (2.19), we have 

(2.21 ) U(Z,z,A) = F(z,z,A)I(z,z) . 

Therefore F(z, z, A)l(z, z) has a meromorphic extension U(z, w, A) to 1) x 1). 0 

REMARK 2.3. In general, there will be many meromorphic extensions of F·l to 
1) x 1) . However, if U and T both are such merom orphic extensions to 1) x 1) and also 
satisfy Equation (2.17), then U = T, since the generalized Iwasawa decomposition 
of Theorem 2.1 i-s unique. 

The meromorphic extension U (z, w, A) constructed in the proof will be called 
"the unique meromorphic extension " of F . I. 
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REMARK 2.4. In view of the Sym-Bobenko-Formula for C:vrC-immersions it is 
tempting to consider the 1-parameter family of complex surfaces (with singularities) 

( d ()-1 ( i -1) I (2.22) IIh-, = -d U(z, w, >.) . U z, w, >. + U z, w, >.) . -(J3U(Z, w, >.) .' 
t 2 '\=e,t 

where U(z, w, >.) is the meromorphic extension of the extended framing F(z, z, >')l(z, z). 
Even for arbitary potentials (1](z)dz,T(w)dw), we expect these immersions to be of 
great interest to the theory of integrable surface equations. We plan to pursue this 
topic in a separate publication [19]. 

3. Natural potentials for CMC-immersions 

3.1. Existence of skew-hermitian potentials: In this section we consider a new 
type of potentials, so-called "skew-hermitian potentials", derived from a CMC­
immersion from M = r \ :D to JR3. These potentials are meromorphic I-forms on 
:D. From Equations (2.17), we obtain the equation: 

(3.1) C(z,>.) = U(z,w,>.)· V+(z,w,>') , 

where (z, w) E :D x :D are independent variables and U (z, w, >.) is the unique mero­
morphic extension of the extended framing F(z, z, >')l(z, z). We note that in Equa­
tion (3.1) we can replace w by any function of z and z. First we set w = z, then the 
entries of U(z, z, >.) = C(z, >')V+(z, z, >.)-1 are meromorphic functions with respect 
to z. Thus, U(z, z, >.) can be considered as a meromorphic extended framing, which 
is obtained from C by gauging with some V+ -1. Moreover, for z E IR n:D, we have 
F(z, z, >')l(z, z) = U(z, z, >'). Therefore 

a = F- 1 dF ZU- 1 dUZ- 1 - (dl) .1- 1 

(3.2) 

where Uij, {i,j} = {1,2} are the entries of U- 1 dU and I = diag(lo, 1( 1
). We note 

that lb/lo is the half of the logarithmic derivative of 15, and 15 can be extended to 
all (z, w) E :i) x:i) (see the proof of Theorem 2.2). Therefore "he right hand side of 
Equation (3.2) can be extended to all z E:D. Clearly U(z, z, >')l(z, Z)-l is a unitary 
matrix for z E IR n:D. We denote by ( the unique extension of a, which is obtained 
by choosing the natural meromorphic extension of 3.2 via the unique meromorphic 
extension of Ul- 1

. Therefore we have proved the following. 

THEOREM 3.1. (Existence of skew-hermitian potentials) Let M = r \:D be a 
connected Riemann surface with universal cover:D and Fuchsian group r. Assume 
that !P : M ---+ IR3 is an immersion of constant mean curvature H = 1/2 with 
associated family !P.\ : :D ---+ IR3. Then!P.\ can be derived from a meromorphic 
1-form ( on:D such that 

(3.3) 

where each (j,j = -1,0,1, is a merom orphic 1-form on:D and ( is skew-hermitian 
for z E IR n :D . 
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Potentials of the form just stated will be called skew-hermitian potentials. 

REMARK 3.2. We note that Theorem 3.1 implies that the Maurer-Cartan form 
a = F~ldF of some extended framing F has a unique merom orphic extension, while 
the extended framing F may not have a unique meromorphic extension. 

3.2. Periods of skew-hermitian potentials: We have shown in Theorem 2.2 that 
F(z, z, A) has, up to a A-independent diagonal factor, a meromorphic extension 
U (z, w, A) to :D x :D. Moreover, the square of this diagonal factor has a meromorphic 
extension to :D x :D as well. Hence if a is the Maurer-Cartan form of the extended 
coordinate framing of some CMC-immersion, then a(z, z, A) has a meromorphic 
extension ((z, w, A). We set w = z, then the corresponding skew-hermitian potential 
( = ((z, w = z, A) is 

(3.4) ((Z,Z,A) = {A- 1 (Q~Z) 
h(z) 

h(Z)) +(O+A ( 0 
o -h(z) 

Q(Z)) } 
- ~(z) dz, 

where h(z) = exp(1/2u(z, w)) Iw=z = l6(z, z) with lo defined in the proof of Theorem 
2.2, which is the unique extension of the square root of the conformal factor eU(z,z) 

of a CMC-immersion. We note that h(z) is real for z E :D n JR. And Q is the 
coefficient of the Hopf differential of the CM C immersion and 

COROLLARY 3.3. Ifu has real coefficients, i.e., ifu(z, z) = u(z, z), then (o(z, z) = 
O. 

Clearly if the fundamental group r = 7r1 (M) contains the real translation 
z ~ z + p, then the conformal factor eU(z,z) and the coefficient Q of the Hopf 
differential of the CMC-immersion are periodic with period p. 

COROLLARY 3.4. If the fundamental group r = 7r1 (M) contains the real trans­
lation z ~ z + p, p E JR, then the corresponding skew-hermitian potential':: defined 
in Equation (3.4) is periodic with period p. 

3.3. Uniqueness of skew-hermitian potentials: We know that normalized poten­
tials are uniquely determined while holomorphic potentials are not (see Introduction 
and [21]). It is thus natural to ask whether the new type of potential defined above 
is uniquely determined by a given CMC-immersion. From Section 3.2, we will 
consider the skew-hermitian potentials defined in Equation (3.4). The following 
theorem implies that the skew-hermitian potential is almost uniquely determined 
by a CMC-immersion. 

THEOREM 3.5. Let (= A~l(~l +(O+A(l) A E Sl be a skew-hermitian potential 
defined in Equation (3.4). Assume that the same assumptions hold for (. Then ( 
and ( induce the same CMC-immersion if and only if ( = Lr/(Lo + Lr/dLo, where 
Lo(z) = ±Id or Lo(z) = diag(±i, =t=i). 
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PROOF. "=}" Since ( and (are meromorphic potentials for the same immersion, 
we know that the solutions to dC = C( and dC = C( satisfy the relation 

C = CL+ , 

where L+ E A + 5L(2, ([:)" is meromorphic in z E 1) and holomorphic for A E C\ {O}. 

For z E !l{ n 1) we know that L+(z, A) is unitary. Hence (L+(z, A)t) -1 = L+(z, A) 

for z E !l{ n 1). Therefore, L+ (z, A) = Lo (z) is independent of A for z E !l{ n 1), and 
C = CLo implies (= L01(Lo+Lo1dLo for z E !l{n 1) , where Lo = diag(lo, 1( 1) and 
1101 = 1. Moreover h(z), which is an entry of ( defined by Eq1.lation (3.4), is real for 
z E 1) n!l{, and thus L+ = ±Id or L+ = diag(±i, =fi), and by analytic continuation, 
L+ = ±Id or diag(±i, =fi) for all z E 1). 

"{:::" Let Lo = ±Id or diag(±i, =fi). We set C = CLo, ( = C- 1dC and ( = C- 1dC. 

We consider the Iwasawa decomposition of C = (FU) (U- 1 W+LO) , where C = 
FW+ is the Iwasawa decomposition of C and U E U(1). U goes away in the 
Sym-Bobenko-Formula, thus FU and F define the same CMC surface. D 

4. CMC-cylinders 

4.1. Necessary and sufficient condition for CMC surfaces with a period: In 
this section, we consider CMC-cylinders. These are homeomorphic to §2 \ {P1,P2}, 
where P1 and P2 are different, but otherwise arbitary, points in §2. Using a Mobius 
transformation, we can move these two points to the north pole and the south 
pole of §2, and using stereographic projection from the north pole we can assume 
that every CMC-cylinder is an immersion from M = C \ {O} to !l{3. Then using 
a change of coordinates we can assume that every CMC-cylinder is an immersion 
from M = Cjp7/" where P is a real number. Since the fundamental group of a CMC­
cylinder is generated by a single period, p E !l{, we can, by Corollary 3.4, assume 
that the corresponding skew-hermitian potential is well defined on M = Cjp7/,. 

PROPOSITION 4.1. Let ( = A -1(_1 + (0 + A(l, A E 51, be a meromorphic 
potential on 1) = C such that ( is skew-hermitian for z E R Let C(z, A) be the 
unique solution to dC = c(, C(O, A) = Id. Assume ( is periodic with period p E !l{. 

Then the CMC surface associated with ( for A = 1 has the translation by p E !l{ in 
its fundamental group if and only if the unitary monodromy matrix C(p, A) satisfies 
the closing conditions (1.12) for A = 1. 

PROOF. Let C be the solution to dC = c(, C(O, A) = Id, where 0 E 1) = C. 
Since ( is skew-hermitian for z E !l{ we obtain that C(z, A) E A r 5U(2)" for z E !l{. 

Since ( is periodic with period p we have C(p + z, A) = X(A)C(Z, A) by Proposition 
1.8. The initial condition C(O, A) = Id implies X(A) = C(p, A). Since p is a real 
number, X(A) is a unitary matrix, and thus X(A) = C(p, A) is also a monodromy 
matrix for F(z, z, A), which is the unitary part of the Iwasawa decomposition of 
C(z, A) = F(z, z, A)W+(Z, z, A). The claim now follows from Thporpm 1.13. D 

COROLLARY 4.2. We retain the assumptions of Proposition 4.1. Then, for a 
cylinder, C(z, 1) and F(z, z, 1) are periodic with period p. 
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Now we will give the definition of a frame periodic surface. 

DEFIi\"ITION 4.3. We call a surface frame periodic for A = AO E Sl if the frame 
F(z, z, A = AO) E SU(2) of a CMC-immersion t]J>-.=>-.o is periodic with period p. 

COROLLARY 4.4. We retain the assumptions of Proposition 4.1. Then a surface 
is frame periodic at A = AO E Sl if and only if C(z, AO) is periodic. 

4.2. Frame periodic CMC-immersions: To illustrate the discussion above, we 
consider the construction of a frame periodic surface from a skew-hermitian peri­
odic potential. It turns out that it is easy to modify the "generalized Weierstrass 
representation" ([21]) so that the first closing condition for a monodromy matrix 
is trivially satisfied, i.e., MI>-.=l = ±Id. To motivate our approach, assume first 
that ( is the skew-hermitian potential as in Equation (3.4) associated with a frame 
periodic surface. Let C be the solution to dC = c(, C(O, A) = Id. Then C(p, A) is 
a unitary monodromy matrix and Co(z) = C(z, A = 1) is periodic. 

We use this last fact as a starting point for a "sufficiently nice potential". By 
the remark just made, every frame periodic CMC surface can be obtained in this 
way. Let's start, conversely, from a meromorphic and periodic matrix Co(z) of the 
form 

(4.1) Co(z) = ( ao(z) bo(z)) 
-bo(z) ao(z) , 

where ao(z), bo(z) are periodic functions of period p E ~ satisfying det Co(z) 

ao(z)ao(z) + bo(z)bo(z) = 1. In particular Co is unitary for z E ~. Set 

(o(z) C-1C' o 0 

( 
v(z) ~(z) ) 
-~(z) -v(z) , 

(4.2) 

where v and ~ are periodic I-forms of period p E ~ and v(z) = -v(z). We take 
meromorphic I-forms h(z) and g(z) on <C, which are periodic of period p, and satisfy 
~(z) = h(z) - g(z) for z E <C. Set 
(4.3) 

((z, A) = { A -1 (g~z) h(Z)) (v(z) 
0+0 o ) A ( 0 

-v(z) + -h(z) 

Then ((z, A = 1) = (o(z) and ( is meromorphic for z E 1) and skew-hermitian for 
z E R Therefore ( satisfies the assumptions of Proposition 4.1. Let C = C(z, A) 
denote the solution to dC = c(, C(O, A) = Id. Our construction implies C(z, 1) = 
Co(z), whence the first closing condition is satisfied, i.e., X(I) = ±Id. Therefore we 
have shown 

THEOREM 4.5. Let Co(z) be given by Equation (4.1) and assume Co(z) is pe­
riodic with period p. Set (0 = C;;ldCo and define ( by Equation (4.3). Then ( 
satisfies the ass'umptions of Proposition 4.1 and defines a frame periodic C;vIC­
immersion. Moreover, every frame periodic CMC-immersion can be obtained this 
way. 
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FIGURE l. New example of a CMC-cylinder. Figures are con­
structed using [53]. 
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REMARK 4.6. The construction of ( from (0 carried out above shows that there 
is a lot of freedom. Actually, different choices of hand g yield by and large different 
surfaces. 

4.3. Second closing conditions: Finally, we consider CMC-cylinders. By the 
discussion of the last section it only remains to consider the second closing condition, 
i.e., o.xMI.x=l = 0, where M is the monodromy matrix defined in the sense of 
Definition 1.6. There is a nice trick reducing the second closing condition to the 
vanishing of some integral [34]' [38] . 

PROPOSITION 4.7. If Co(z) is as in Equation (4.1) and if ( is defined as in 
Equation (4.3). Then ( satisfies the assumptions of Proposition 4.1 and the first 
closing condition, i.e., MI.x=l = ±Id, is satisfied. The second closing condition, 
i.e., o.xMI.x=l = 0, is satisfied if and only if 

(4.4) lP{Coo.x(I.x=lCol}dw=o. 

We summarize the discussion of the last few sections: 

TEEORE~v; 4.8. The construction outlined in Section 4.2 and 4.3 produces all 
frame periodic CMC-immersions. Moreover, the construction above also produces 
all CMC-cylinders. 

4.4. New examples of CMC-cylinders: Below we illustrate how the theory pre­
sented above can be applied to concrete constructions of CMC-cylinders. Let Co 
be the following matrix: 

c = ( cos(z) 
o _ sin(z) 

sin(z) ) 
cos(z) . 

Clearly Co is holomorphic in C, periodic with period 21f and unitary for z E lIt 
Then for the \hurer-Cartan form (0) (0 = ColdCo of Co) we obtain: 
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We decompose 1 = h(z) - g(Z) = 1/2eikcos(z) + 1/2(2 - eikcos(z)) as in Section 
4.2, and we introduce ,X according to Equation (4.3). Then we obtain the periodic 
skew-hermitian potential 

( 
0 h(Z),X-1 -g(z),X) 

((z,,X) = g(z),X-1 _ h(z)'x 0 ' 

where h(z) = 1/2eikcos(z), g(z) = -1/2(2 - e-ikcos(z)) and k is some real number. 
To determine k, we evaluate Equation (4.4). 

(4.5) r27r 

( 0 10 {CoO>.(I>'=lC01
}dw = 2wJ

2
(k) 

2Wh (k)) 
o ' 

where J2 (z) is the Bessel function of the first kind (see [8]). If we choose k such that 
h(k) = O. Then we obtain an example of a CMC-cylinder. In Figure 1, we have 
the CMC-cylinder corresponding to two different values of k. In the left picture in 
Figure 1, we use k = 5.13, the square domain 0 < x < 2w and -0.4 < y < 0.4. In 
the right picture in Figure 1, we use k = 8.41, the square domain 0 < x < 2w and 
-0.1 < y < 0.1, where z = x + iy. 

REMARK 4.9. (i) In [34]' [38], many examples are given starting from 
skew-hermitian potentials. However a comparsion of the Hopf differentials 
of these surfaces with the example above shows that the surface given above 
is different from the examples given in [34] and [38] and therefore yields 
a new example of a CMC-cylinder. 

(ii) The main result of this paper shows how one can construct CMC-cylinders 
from skew-hermitian matrices, and even better, from matrices of type Co. 
Theorem 3.5 shows that different potentials yield (by and large) differ­
ent immersions. A fine classification of CMC-cylinders would be highly 
desirable. 
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