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ABSTRACT

We use and improve some forcing techniques of iterations with finite support to construct models of
inequalities between some cardinal invariants with large continuum.

The first and most elaborated forcing technique that we look at is Shelah’s theory of template itera-
tions. We present a version of this theory where non-definable forcing notions are allowed in the forcing
construction. Doing this, we obtain many local properties of such an iteration to prove consistency re-
sults. One is to get models where the groupwise-density number g can be arbitrarily large. Another
application, that involves a more complicated construction, is forcing s < κ < b < a where κ is a
measurable cardinal in the ground model and the cardinal invariants s, b and a can take arbitrary regular
uncountable values.

The second forcing technique that we use is matrix iterations of ccc posets. By including Suslin ccc
posets in the construction of such an iteration, we prove that some cases where the cardinal invariants of
the right hand side of Cichon’s diagram take three different values are consistent.

Our last results concern gaps in quotients by Fσ ideals on ω. For (such) an ideal I, the Rothberger
number of I, denoted by b(I), is the least cardinal κ such that there is a (ω, κ)-gap in the quotient
P(ω)/I. We focus our research on the Rothberger number for fragmented ideals, which is a subclass
of Fσ ideals, and we prove that the Rothberger number is ℵ1 for a large subclass of these ideals. On
the other hand, we prove that the Rothberger number is above the additivity of the null ideal for another
quite large subclass of fragmented ideals. At the end, by introducing properties for preservation of
(ω, κ)-gaps in quotients by fragmented ideals, we show that it is consistent that there are infinitely many
(even continuum many by assuming the existence of a weakly inaccessible cardinal) fragmented ideals
with pairwise different Rothberger numbers.

The main results of this dissertation are included in [Me13a], [Me13b], [Me] and [BrMe].
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INTRODUCTION

Set theory is an area of mathematical logic which studies the foundations of mathematics and the com-
binatorics of infinite sets. The father of this area, Georg Cantor, discovered that the set of real numbers
cannot be enumerated by natural numbers, which means that the infinite that measures the size of the
set of real numbers is bigger than the infinite that measures the size of the set of natural numbers. He
introduced the notion of cardinal number, which is a number that measures the size of a set. For a set
x, |x| denotes the cardinality of x, which is the cardinal number that represents its size. Cantor proved
that, for any set x, |x| < |P(x)| where P(x) := {z / z ⊆ x} is the power set of x. Given a cardinal
κ, 2κ denotes the cardinality of the power set of any set of size κ, so Cantor’s result can be expressed
as κ < 2κ for any cardinal number κ. Since c = 2ℵ0 is well-known, this implies that ℵ0 < c where ℵ0

denotes the size of the set of natural numbers and c, the size of the continuum, is the size of the set of real
numbers.

Cantor’s result also gave rise to the idea of the existence of infinitely many infinite cardinals. More-
over, he established that all the infinite cardinals can be well-ordered. In fact, ℵ0 is the minimal infinite
cardinal and it is defined as the set of natural numbers, which is also denoted by ω. Given a cardinal κ,
the immediate successor of κ is denoted by κ+. ℵ1 = ω1 denotes ℵ+

0 and ℵ2 = ω2 is ℵ+
1 .

Cantor worked in (the creation of) set theory between 1874 and 1884. He also conjectured the
continuum hypothesis, which is the first problem in set theory that, decades later, was proved to be
undecidable in standard mathematics. Recall ZFC Zermelo-Fraenkel Set Theory, which is a standard
formal system in which the basic results of modern mathematics can be formalized. To fix some notation,
a formal theory T is said to be consistent, denoted by Con(T), if it does not prove a contradiction. A
mathematical statement ϕ (formally, a statement in the language of T) is said to be consistent with T if
Con(T) implies Con(T + ϕ), where T + ϕ is the theory that results by adding ϕ to the axioms of T.
This means that, whenever T is free of contradiction, ¬ϕ (the negation of ϕ) cannot be proved in T. If,
in addition, ¬ϕ is also consistent with T, we say that ϕ is independent from T, which means that, under
the consistency of T, ϕ can not be proved or refuted under the axioms of T.

The continuum hypothesis (CH) is the statement “there is no set whose size is strictly between ℵ0

and c” or, equivalently, c = ℵ1. Kurt Gödel [Go] proved in 1938 that the Axiom of Choice (AC) plus the
generalized continuum hypothesis (GCH) are statements consistent with ZF (the system ZFC without
AC), where

GCH: 2κ = κ+ for any infinite cardinal κ.

Later, Paul J. Cohen [C] proved in 1963 that CH is independent from ZFC and, also, that AC is indepen-
dent from ZF. Both Gödel’s and Cohen’s works triggered new techniques in set theory that became the
cornerstone of most of the work in contemporary set theory, especially for obtaining consistency results.

The standard methods to prove, in set theory, that a statement is consistent with ZFC are derived
from some basic techniques of model theory. The usual way to prove that a statement ϕ is consistent
with ZFC is to construct a model, in ZFC, that satisfies the axioms of ZFC and that also satisfies1 ϕ.

1In more technical detail, for any finite arbitrarily large enough amount of axioms of ZFC, one constructs a model that
satisfies these axioms and ϕ.
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For instance, Gödel’s proof consisted in defining, in ZF, the constructible universe L, a model of ZFC
that satisfies GCH.

The most powerful technique for obtaining consistency results in set theory is the forcing method,
which was created by Cohen for his original proof of the independence of CH from ZFC. In brief, this
method consists in extending a model V of ZFC (or a model of a finite large enough amount of axioms
of ZFC), known as the ground model, to a generic extension V P by a forcing notion P, which is a partial
order defined in V that has the machinery for constructing V P. The generic extension V P is a model
of ZFC with many new objects that have special properties in relation with the ground model. Cohen’s
proof consists in the construction of Cohen forcingCλ in V where λ is a cardinal that satisfies λω = λ, so
this forcing adds λ different Cohen reals in a generic extension V Cλ and, as V Cλ preserves the cardinals
of V , c = λ is true in this extension (see Subsection 1.3.1).

Several techniques of the forcing method have been developed throughout the years and, now, forcing
is one of the main tools in the study of set theory. In particular, it became interesting in relation with
set theory of the reals and descriptive set theory (see Section 1.1) as it is a tool that can be used to
obtain generic extensions that have new reals with special properties in relation with the ground model.
Conversely, problems about set theory of the reals motivate new research in forcing theory, so both
forcing and the combinatorics of real numbers are closely related.

The main topic of this dissertation is the application of some forcing techniques to obtain models
related to cardinal invariants of the continuum, in particular, to those that are defined in Section 1.4.
These invariants describe important facts about the combinatorial structure of the real line and statements
about these invariants express properties of the reals in a simple and short way. In practice, they assume
values between ℵ1 and c and are important because of their role in applications of Set Theory to other
fields of mathematics like General Topology, Group Theory, Measure Theory, among others.

Typically, a cardinal invariant x assumes different values in different models of set theory, so its value
is not determined in ZFC. For instance, there may be models where x is ℵ1 (e.g., models where CH is
true) and other models where x is ℵ2 or some other fixed larger cardinal value. However, it is often the
case that, for two cardinal invariants x and y, x ≤ y is provable in ZFC. If this is not the case, one
needs to exhibit a model of ZFC in which x > y, that is, to show the consistency of x > y with ZFC.
This is usually done via forcing techniques, moreover, there is a strong interplay between forcing theory
and cardinal invariants of the continuum. Forcing is not only used to prove results like the consistency
of x > y with ZFC, but important open problems about cardinal invariants also have triggered new
developments in forcing theory.

An important example is Cichon’s diagram in Figure 1. Consider the ideal M of meager sets of
reals and the ideal N of null sets of real numbers (under the Lebesgue measure). For I ∈ {M,N}, the
following are cardinal invariants.

add(I), the additivity of I, which is the least size of a subfamily of I whose union is not in I.

cov(I), the covering of I, which is the least size of a subfamily of I whose union is the set of all reals.

non(I), the uniformity of I, which is the least size of a set of reals that is not in I.

cof(I), the cofinality of I, which is the least size of a ⊆-cofinal subfamily of I.

Denote by ωω the set of functions from ω to ω. If ω is endowed with the discrete topology, ωω

with the product topology is known as the Baire space, which is homeomorphic to the subspace of
the irrational numbers (see [HarW, Ch. X]). Consider the preorder ≤∗ defined on ωω by f ≤∗ g iff
f(n) ≤ g(n) for all but finitely many n ∈ ω. Define b, the (un)bounding number, as the least size of a
subset of ωω that is not bounded in 〈ωω,≤∗〉. d, the dominating number, is the least size of a ≤∗-cofinal
subset of ωω.

Clearly, c is also considered a cardinal invariant. In Cichon’s diagram (Figure 1), the lines from
bottom to top and from left to right represent ≤-inequalities provable in ZFC. The dotted lines mean
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b b b b b

b b

b b b b b

ℵ1
add(N ) add(M) cov(M) non(N )

b d

cov(N ) non(M) cof(M) cof(N )
c

Figure 1: Cichon’s diagram

add(M) = min{b, cov(M)} and cof(M) = max{d, non(M)}. All the inequalities that are not stated
in the diagram have been proved to be consistent with ZFC, see [BaJ] for proofs and references.

We say that the size of the continuum is small if it is ℵ1 or ℵ2. Otherwise, we say that it is large.
A lot is known about cardinal invariants when the continuum is small. For example, when its size is ℵ1

(that is, CH is true), all the cardinal invariants are ℵ1 and so this is not interesting. If c = ℵ2, for almost
all pairs of cardinal invariants x and y for which x ≤ y is not provable in ZFC, the consistency of x > y
is known and there are few open questions. This is known, for example, for all the cardinal invariants in
Cichon’s diagram. However, when the continuum is large, many of these questions remain unanswered.
This is so because, for c = ℵ2, we have a much better understanding of forcing theory than for larger
continuum. The reason is that one of the two main methods for carrying out consistency proofs, namely,
countable support iteration (csi) of proper forcing, can only yield models with c ≤ ℵ2. The forcing
method, in general, has been quite successful when the size of the continuum is assumed to be small.

On the other hand, when the continuum is assumed to be large, some of the classical forcing tech-
niques do not seem to apply. Only with one technique, the finite support iteration (fsi) of countable
chain condition (ccc) forcing, has it been possible to obtain many consistency results. However, this
method also has drawbacks, for example, since a fsi of ccc forcing adds Cohen reals at limit stages, it
can be used only to get models in which non(M) ≤ cov(M). Therefore, if one wants to obtain models
with non(M) > cov(M), one has to try something else, for example, a large product construction with
countable support, the random algebra or a novel iteration technique. This is a difficult and challenging
area of research.

Some known interesting consistency results about cardinal invariants with large continuum that are
proved with fsi of ccc forcing are due to Judah and Shelah [JS88, JS90] and Brendle [Br91, Br98].
More sophisticated techniques of finite-supported type of iterations were introduced as well. Blass and
Shelah [BlS84] introduced matrix iterations, which are fsi of ccc forcing that are constructed in a two-
dimensional way. Besides, Shelah [S04] invented iterations along a template, which is a generalization
of fsi of ccc forcing but with supports that are not necessarily well ordered. Brendle is also developing
an iteration technique called shattered iterations [Br-1, Br-2]. A more detailed introduction to these
techniques (except the last one, that is not used in this thesis), as well as the consistency results involved,
are described in the following two sections of this introduction.

Large product construction with countable support is a forcing technique that has been used to gen-
erate models where, for a type of cardinal invariants that depend on a real parameter, there are many
different parameters (in practice, uncountably many) that produce pairwise different cardinal invariants
of that type. For example, Kellner [Kell08] and Kellner and Shelah [KellS09, KellS12] have been using
large product constructions to prove the consistency of the existence of continuum-many pairwise differ-
ent cardinal invariants of certain type. Recently, Hrušák, Rojas-Rebolledo and Zapletal [HrRZ] used this
technique to obtain a model where there are continuum many ideals on ω that have pairwise different
cofinality numbers. A general approach to this technique can be found in [RosS].
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Although we do not use large product constructions in this work, we produce models, by fsi of ccc
forcing, where there are infinitely many pairwise different cardinal invariants related to gaps in quotients
by definable ideals on ω. We discuss this, and other problems related to gaps, in the third section of this
introduction.

The main results of this dissertation are applications and improvements of certain forcing techniques
that involve finite-supported type of iterations, in order to solve consistency problems about cardinal
invariants with large continuum. In the following sections, we describe the specific problems that are
tackled and solved in this thesis. Some of these problems were solved by the author in [Me13a], [Me13b],
[Me] and [BrMe], the last one in joint work with J. Brendle.

Template iterations, almost disjointness and groupwise-density

We first introduce two cardinal invariants. Two infinite sets of natural numbers A and B are said to be
almost disjoint if their intersection is finite. A family A of infinite sets of natural numbers is an almost
disjoint (a.d.) family if any two different sets in A are pairwise almost disjoint. A maximal a.d. (mad)
family is an a.d. family that cannot be extended to a larger a.d. family. The almost disjointness number
a denotes the least size of an infinite mad family.

For two infinite sets of natural numbersX andA, say thatX splitsA ifX∩A andArX are infinite.
A family C of infinite sets of natural numbers is a splitting family if any infinite set of natural numbers is
splitted by some member of C. Define s, the splitting number, as the least size of a splitting family.

Interesting knowledge about forcing and cardinal invariants has been obtained from the study of the
relation between the cardinals s, b, d and a. It is known that b ≤ a and s ≤ d are provable in ZFC, as
well as b ≤ d (included in Cichon’s diagram). Thanks to intensive research on forcing, we already know
that any other inequality between these cardinals is consistent with ZFC. Cohen models (see Subsection
1.3.1) satisfy s = b = a = ℵ1 < d and, with fsi of ccc forcing, Baumgartner and Dordal [BD85]
proved the consistency of s < b. With csi of proper forcing, Shelah [S84] proved the consistency of
b = ℵ1 < a = s = c = ℵ2 and b = a = ℵ1 < s = c = ℵ2.

With these results proved in the 80’s, the only remaining open problem (about those four cardinal
invariants) was the consistency of d < a. Many related problems are still unanswered, like

Problem A. (1) (Roitman, 1970’s) Does d = ℵ1 imply a = ℵ1?

(2) (Brendle and Raghavan, [BrRa14]) Does b = s = ℵ1 imply a = ℵ1?

Shelah [S04] proved the consistency of ℵ1 < d < a in two different ways. In the first proof, it is
assumed the existence of a measurable cardinal κ and, by forcing with ultrapowers (see Section 4.2 for
details), he constructed a ccc poset that forces κ < b = d < a = c. The same type of construction with
ultrapowers works to get a model of κ < u < a = c, where u is the ultrafilter number (see Section 1.4).

The previous technique can be used only to get consistent statements with ZFC+“there exists a
measurable cardinal”, but recall that a measurable cardinal is inaccessible and that it cannot be proved
that the existence of an inaccessible cardinal is consistent with ZFC. However, inaccessible cardinals
have very strong combinatorial properties and are extensively used in set theory.

For the second proof, he invented the technique of iterations along a template, or just template
iterations, which generalizes a fsi of definable ccc posets (or Suslin ccc posets, see Sections 1.3 and
2.2) in the sense that an iteration can be constructed along a linear order that is not necessarily well
ordered (which is a requirement for a typical fsi). An additional feature of such an iteration is that it
can be localized in any subset of the linear order, fact that was used by Shelah to replace the ultrapower
argument in the first construction by an isomorphism-of-names argument, this to prove the consistency
of ℵ1 < d < a = c with ZFC alone. We discuss this iteration technique carefully in Chapter 2.

Although Shelah’s construction with ultrapowers for the consistency of d < a can be seen as a
sequence of template iterations, the template structure is not important here to understand the model.
However, it is unclear whether the chain of iterations constructed with ultrapowers for the consistency
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of u < a can be put into the template framework. It is an open question whether it is possible to get the
consistency of u < a on the basis of ZFC alone.

For this project, we are particularly interested in getting consistency results with large continuum
where the values of b, a and s can be separated. Assume that µ < λ are uncountable regular cardinals
with λω = λ. Some extension of the classical consistency results, with large continuum, are the con-
sistency of b = µ < a = s = µ+ due to Brendle [Br98] by using fsi of ccc forcing and, with matrix
iterations, Brendle and V. Fischer [BrF11] proved the consistency of b = a = µ < s = c = λ with ZFC
and the consistency of κ < b = µ < a = s = c = λ where κ is a measurable cardinal (in the ground
model). In Shelah’s model for the consistency of u < a it is also true that κ < b = s = u = µ < a = λ.

We turn to the case where s, b and a may take pairwise different values.

Problem B ([BrF11]). Is it consistent that

(1) b < a < s?

(2) b < s < a?

(3) s < b < a?

Since models for b < s and b < a are very difficult to construct, a very involved forcing construction
may be necessary to answer (1) and (2). To handle (3), an argument to force b < a while preserving
splitting families of the ground model seems to work, but fsi techniques from [Br98] do not seem viable.

We analyze Problem B(3) from the point of view of template iterations. Actually, both models of
Shelah (explained above) satisfy s = ℵ1, so (3) is consistent with s = ℵ1. We answer (3) where s is
allowed to be (almost) an arbitrary value below a measurable cardinal, which is one of the main results
of this thesis.

Theorem C. Assume that κ is a measurable cardinal. Then, it is consistent that ℵ1 < s < κ < b < a =
c.

The forcing construction to prove this result is similar to Shelah’s construction to get the consistency
of d < a modulo a measurable cardinal. However, in this case it seems to be relevant to look at the
template structure of the iterations in order to ensure that s will not become too big in the final extension.
Moreover, as non-definable forcing notions are involved in these iterations, we need to extend Shelah’s
theory of template iterations by allowing these posets in the construction. By doing so, many consistency
results with fsi of ccc forcing can be generalized. For example, an application of a result of Blass [Bl89]
(Lemma 4.1.1) to force the groupwise-density number g (see Section 1.4) to be equal to ℵ1 can be
extended to the framework of template iterations in order to get larger values for g. In summary:

Theorem D. (1) Shelah’s theory of template iterations is extended to allow quite arbitrary forcing no-
tions.

(2) Arguments to force g = ℵ1 can be extended, in view of (1), to obtain models with larger g.

Theorems C and D were obtained by the author in [Me].

Matrix iterations and Cichon’s diagram

We are interested in obtaining models of Cichon’s diagram (Figure 1) with large continuum. With small
continuum, Cichon’s diagram is now fully understood, but there are still many interesting open problems
concerning large continuum. Judah and Shelah [JS90] and Brendle [Br91] established techniques with
fsi of ccc forcing that can be used to get many different values for the cardinal invariants in Cichon’s
diagram, in particular for those that appear on the left hand side. For example, these techniques can be
used to get the consistency of add(M) < cov(N ) < b < non(M) = cov(M) < d = non(N ) = c
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(see Section 4.1). Also, by adding random reals (see Subsection 1.3.2) over a model of the previous
statement, we can get the consistency of non(N ) = ℵ1 < b < d < cov(N ) = c.

However, it seems more complicated to get models where the cardinal invariants of the right hand
side of Cichon’s diagram can assume more than two values. With Brendle, Judah and Shelah’s techniques
it only seems to be possible to obtain models where invariants of the right hand side assume at most two
different values. The previous example with random forcing shows how to get three different values on
the right hand side, but we don’t know how to get more examples like this.

Problem E. Get models where cardinal invariants on the right hand side of Cichon’s diagram assume
three or more different values. For example, is it consistent that cov(M) < d < non(N ) < cof(N ) = c?

We found out that matrix iteration constructions solve part of this problem, at least some cases for
three values on the right hand side of Cichon’s diagram. Blass and Shelah [BlS84] used this technique
for the first time to prove the consistency of u < d with large continuum. Later, Brendle and V. Fischer
[BrF11] improved this type of construction to get the consistency results mentioned in the previous
section.

In this work, we show how to use this technique with Suslin ccc forcing notions and to get models
for some cases of Problem E.

Theorem F. There are many consistent cases where cardinal invariants of the right hand side of Cichon’s
diagram can assume three different values. For example, it is consistent that cov(M) < d < non(N ) =
c.

We also extend this result to some other classical cardinal invariants of the continuum, which are
defined in Section 1.4. These results were obtained by the author in [Me13a, Me13b].

There is a work in progress by M. Goldstern, J. Kellner, S. Shelah and A. Fischer where they use
a large product construction with countable support to prove the consistency of cov(N ) = d = ℵ1 <
non(M) < non(N ) < cof(N ) < c, which gives an example of 5 different values on the right hand side
of Cichon’s diagram.

Rothberger gaps in Fσ quotients

We review some notation concerning gaps in quotients by ideals on ω. Fin denotes the ideal of finite
subsets of ω. For an arbitrary ideal I on ω, define the relation ⊆I on P(ω) by A ⊆I B iff A r B ∈ I,
and let ∼I be the equivalence relation on P(ω) given by A ∼I B iff A ⊆I B and B ⊆I A. The
quotient P(ω)/I := P(ω)/ ∼I is a Boolean algebra, in fact, 0 = ∅̄ = I (the zero object in the Boolean
algebra), Ā ∧ B̄ = A ∩B and Ā ≤ B̄ iff A ⊆I B for A,B ∈ P(ω) where the bar on top denotes the
corresponding equivalence class. Also note that Ā ∧ B̄ = 0 iff A ∩B ∈ I.

For two families A,B ⊆ P(ω)/I, the pair 〈A,B〉 is a gap in P(ω)/I if

• Ā ∧ B̄ = 0 for all Ā ∈ A and B̄ ∈ B, and

• there is no C̄ ∈ P(ω)/I such that Ā ∧ C̄ = 0 for all Ā ∈ A and B̄ ≤ C̄ for all B̄ ∈ B.

Let 〈A,B〉 be a gap in P(ω)/I. Say that 〈A,B〉 is a Hausdorff gap if both A and B are σ-directed (i.e.
any countable subfamily of A has an upper bound in A, likewise for B). On the other hand, if one of A
and B is countable, we say that 〈A,B〉 is a Rothberger gap. For two cardinals κ and λ, say that 〈A,B〉
is a linear gap of type (κ, λ) or a (κ, λ)-gap if A and B are well ordered increasing sequences of order
type κ and λ, respectively. Clearly, any (ω, λ)-gap is Rothberger.

We are interested in the study of Rothberger gaps in quotients by definable ideals on ω. To understand
definability in this sense, consider P(ω) with the topology given by the Cantor space 2ω (2ω =

∏
n<ω 2

with the product topology where 2 = {0, 1} has the discrete topology) by associating each member of
P(ω) with its characteristic function. If Γ is a pointclass on P(ω) (e.g. Γ is the collection of Fσ subsets,
or of the analytic subsets, etc.), we say that an ideal I on ω is a Γ ideal if I, as a subset of P(ω), belongs
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to Γ. In practice, a definable ideal is understood as a Γ ideal where Γ is the pointclass of analytic sets, or
even a pointclass higher in the projective hierarchy (see Section 1.1). Unless otherwise stated, we assume
that our ideals are non-trivial, in the sense that they contain Fin but do not contain ω as an element. The
simplest definable non-trivial ideals are Fσ.

Gaps in P(ω)/Fin have been studied since almost 100 years ago and there is still a lot of ongo-
ing research nowadays. The first celebrated result is the construction of an (ω1, ω1)-gap by Hausdorff
[Ha1909, Ha36]. Years later, Rothberger [Ro41] produced his (ω, b)-gap and, moreover, proved that
there are no (ω, κ)-gaps in P(ω)/Fin for any κ < b. However, Todorčević [T, Thm. 8.6] proved that,
under c = ℵ2 and the open coloring axiom OCA, there are no gaps in P(ω)/Fin of type different from
(ω, b) and (ω1, ω1).

Recently, the research on gaps has been extended to quotients by definable ideals in general. First,
Mazur [Ma91] found out that Hausdorff’s construction also works for a class of ideals he calls pseu-
dosolid, a class which contains the Fσ-ideals, so quotients by such ideals contain an (ω1, ω1)-gap. Later,
Todorčević [T98] made a great improvement of this by showing that, when I is either a pseudosolid ideal
or an analytic P-ideal, P(ω)/Fin can be embedded into P(ω)/I in such a way that gaps are preserved,
so there is a gap in P(ω)/I of any of the type of gaps that exist in P(ω)/Fin. Therefore, such quotients
also contain (ω, b)-gaps and (ω1, ω1)-gaps. An important problem, addressed in [T98, Problem 2] and
discussed deeply in [Fa, Section 5], is determining the gap spectrum of these quotients.

Problem G (Todorčević [T98, Problem 2]). Determine the gap spectrum of P(ω)/I for every analytic
ideal I on ω.

One interesting example, proved by Kankaanpää [Kank13], is the existence of an (ω, add(M))-gap
in P(Q)/nwd where nwd denotes the ideal of nowhere dense subsets of the rationals Q, which is an
Fσδ ideal. Moreover, like Rothberger’s result, there are no gaps in this quotient of type (ω, κ) when
κ < add(M).

Results about Rothberger gaps can also be handled using a cardinal invariant that we define as fol-
lows. For an ideal I on ω define the Rothberger number b(I) of I as the minimal cardinal κ such that
there is an (ω, κ)-gap in P(ω)/I (see Lemma 6.1.1 for equivalent definitions). Rothberger’s result can
be interpreted, in terms of this cardinal invariant, as b(Fin) = b (this is why we use the letter b for the
Rothberger number). Also, Todorčević’s result above directly implies that b(I) ≤ b when I is either
an Fσ ideal (or even pseudosolid) or an analytic P-ideal. Moreover, b(I) = b for an analytic P-ideal
I follows from Solecki’s characterization [So96, So99] of analytic P-ideals2 (see Corollary 1.5.7 for a
proof).

For our main results about gaps, we focus our interest on the Rothberger number of fragmented
ideals (see Definition 6.1.4), which is a subclass of the Fσ ideals defined by Hrušák, Rojas-Rebolledo
and Zapletal [HrRZ]. They also consider the subclass of gradually fragmented ideals to get an interesting
dichotomy for fragmented ideals and their cofinality number, moreover, a specific type of gradually
fragmented ideal is used to get, via large product constructions, the consistency of the existence of
continuum many such ideals that have pairwise different cofinality numbers. Typical examples are EDfin
(see [Hr11, p.42], also Example 6.1.12(2)), which is a fragmented not gradually fragmented ideal with
domain the set of ordered pairs of natural numbers below the identity function and generated by the
graphs of functions below the identity; the linear growth ideal IL (see [Hr11, p.56], also Example
6.1.12(3)), given by X ∈ IL iff the sequence

{
|X∩ai|
i+1

}
i∈ω

is bounded where {ai}i∈ω is a partition of ω

with |ai| = 2i ; this ideal is also fragmented but not gradually fragmented; and the polynomial growth
ideal IP (see [Hr11, p.56], also Example 6.1.12(1)), which is a gradually fragmented ideal given by
X ∈ IP iff ∃m<ω∀i<ω(|X ∩ ai| ≤ max{i, 2}m), where {ai}i∈ω is the same partition as before.

Brendle proved in 2009 that there is an (ω, ω1)-gap in P(ω)/EDfin. A similar argument for this
proof works to get b(IL) = ω1. In view of this, the following has been conjectured.

Problem H (Hrušák). Is b(I) = ℵ1 for any fragmented not gradually fragmented ideal I?

2Although this is a well-known fact, we could not find a reference.
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We solve this problem for a large class of fragmented ideals.

Theorem I. There is an (ω, ω1)-gap inP(ω)/I for a large class of fragmented, not gradually fragmented
ideals I that include EDfin and IL.

Like in [HrRZ], we use the gradually fragmented ideals to force that there are many different such
ideals with pairwise different Rothberger numbers. To prove this, we first study how to destroy gaps in
gradually fragmented ideals and also how to preserve gaps in some forcing extensions. In this case, we
do not use large product constructions to force such a statement because these Rothberger numbers are
below b and this forcing technique typically generates models with d = ℵ1. However, we use fsi of ccc
forcing and preservation properties inspired from [KaO14] to construct such a model. The outcome is
summarized in the following

Theorem J. (1) For all gradually fragmented ideals I,

• b(I) ≥ add(N ),

• b(I) = b when I is nowhere tall (see Section 1.5 for this definition), and

• it is consistent that b(I) < b for all somewhere tall ideals I (see Section 1.5 for this definition).

(2) For a large class of gradually fragmented ideals I including IP , add(N ) < b(I) < b is consistent.

(3) There may be many gradually fragmented ideals with pairwise different Rothberger numbers.

Theorems I and J correspond to the main results of the research of Brendle and the author in [BrMe].

Outline of the dissertation

We summarize in Chapter 1 the preliminary knowledge about set theory of the reals, forcing, cardinal
invariants and gaps, which is needed to understand the main results of this work. Chapter 2 is the most
technical part of this dissertation as it contains the elements to construct a template iteration with non-
definable forcing notions as expected for Theorem D(1). Also, many general properties about embed-
dability and ccc-ness for template iterations are included. The well known general theory of preservation
properties for cardinal invariants is presented in Chapter 3. These properties are known in the context of
fsi of ccc forcing and of matrix iterations, but we extend this to a general context of iterations that works
in the framework of template iterations. This chapter is fundamental for the proofs of the main results.

The following chapters are devoted to the proofs of the main results of this dissertation. The proofs
of Theorems D(2) and C are included in Chapter 4 as applications of the theory of template iterations
and its corresponding preservation properties. We explain the construction of a matrix iteration in Chap-
ter 5 and, using preservation properties, we deal with the proof of Theorem F and related results. We
introduce fragmented ideals in Chapter 6 and prove Theorems I and J. For the first theorem we present
many interesting combinatorial constructions based on eventually different reals and on a notion of inde-
pendent families. For the second, we present a forcing notion that is useful to destroy gaps in gradually
fragmented ideals and, in a context similar to Chapter 3, we explain how to preserve some kind of gaps
for fragmented ideals.

At the end, we include a chapter discussing open problems that are related to the main results of this
thesis.
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CHAPTER 1

PRELIMINARIES

No one shall expel us from the paradise that Cantor has created for us.
— D. Hilbert

This chapter is devoted to the basic notions and the knowledge that is needed for the main results of
this thesis. The main topics discussed are: elementary concepts of descriptive set theory for Polish spaces
and Borel sets; elementary forcing theory, with special attention to Suslin ccc posets and particular cases
that are used in all our applications throughout this work; cardinal invariants and gaps in quotients by
ideals on ω. The last topic, discussed in Section 1.5, is only necessary for the results in Chapter 6.

Our notation is quite standard, like in [Je], [Ke] and [Ku]. Given a cardinal number µ, [X]<µ denotes
the collection of all the subsets of X of size < µ. Likewise, define [X]≤µ and [X]µ, the latter being
the collection of all the subsets of X of size µ. Given two sets X,Y , Y X denotes the set of functions
from X into Y . For an ordinal δ, Y <δ :=

⋃
α<δ Y

α. If we consider the product
∏
i∈I Xi, for a function

p ∈ ∏i∈J Xi where J ⊆ I , denote by [p] := {x ∈ ∏i∈I Xi / p ⊆ x}. Also, if k ∈ I r J and z ∈ Xk,
let p̂〈z〉k be the function that extends p with domain J ∪ {k} and whose k-th component is z. In the
case where I = δ and J = α < δ are ordinals, p̂〈z〉 = p̂〈z〉α.

Given a formula ϕ(x) of the language of ZFC, ∀∞n<ωϕ(n) means that ϕ(n) holds for all but finitely
many n < ω. ∃∞n<ωϕ(n) means that infinitely many n < ω satisfy ϕ(n). Say that J̄ = 〈Jn〉n<ω is an
interval partition of ω if it is a partition of ω into non-empty finite intervals such that max(Jn) + 1 =
min(Jn+1) for all n < ω.

Given a set X , an ideal on X is a collection of subsets of X that is closed under finite unions and
downwards closed under ⊆. Throughout this thesis we assume, unless indicated otherwise, that an ideal
on X contains all the singletons from (and thus all the finite subsets of) X and that X itself does not
belong to the ideal. If I is an ideal on X , for A,B ⊆ X , A ⊆I B denotes A r B ∈ I and ∼I denotes
the equivalence relation given by A ∼I B iff A ⊆I B and B ⊆I A. If B ⊆ P(X) is a subalgebra,
B/I = B/((B×B)∩ ∼I) denotes the quotient Boolean algebra of B modulo I. Say that A is I-positive
if A /∈ I and I+ denotes the collection of I-positive sets. I�B = {A ∈ I / A ⊆ B} is the restriction of
the ideal I to B. A σ-ideal is an ideal that is closed under countable unions. An ideal I is called P-ideal
if, for any C ⊆ I countable, there exists a B ∈ I such that C ⊆∗ B for all C ∈ C, where C ⊆∗ B means
that C is almost contained in B, that is, C rB is finite.

As a dual notion, F ⊆ X is a filter on X if it is closed under finite intersections and upwards closed
under⊆. We assume that all cofinite subsets of X are in a filter and that∅ does not belong to a filter. An
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ultrafilter on X is a maximal filter. Equivalently, U ⊆ P(X) is an ultrafilter iff it is a filter on X and, for
any A ⊆ X , either A ∈ U or X rA ∈ U .

A cardinal κ is measurable if it is uncountable and has a κ-complete (non-trivial) ultrafilter U , where
κ-complete means that U is closed under intersections of < κ many sets. Note that, in this case, κ is an
inaccessible cardinal. For a formula ϕ(x) in the language of ZFC, say that ϕ(α) holds for D-many α iff
{α < κ / ϕ(α)} ∈ D. To fix a notation about ultraproducts and ultrapowers, if 〈Xα〉α<κ is a sequence
of sets, (

∏
α<κXα)/D = [{Xα}α<κ] denotes the quotient of

∏
α<κXα modulo the equivalence relation

given by x ∼D y iff xα = yα for D-many α < κ. If x = 〈xα〉α<κ ∈
∏
α<κXα, denote its equivalence

class under ∼D by x̄ = 〈xα〉α<ω/D. It is known that posets of size < κ does not destroy the measura-
bility of κ, that is, preserves the κ-completeness of D. For facts about measurable cardinals (and large
cardinals in general), see [Kan].

1.1 Polish spaces and Borel sets

In this section, we summarize many notions and important results about Borel sets on Polish spaces,
including a breve description of the Borel and projective hierarchies, as well as coding of Borel sets. For
details on the contents of this section, see [Ke] and [Je].

A topological space 〈X, τ〉 is Polish if it is completely metrizable and separable. Typical examples
of Polish spaces are the real line R with the usual topology, the Cantor space 2ω and the Baire space ωω.
As the structure of an uncountable Polish space X is very close to the one of real numbers, sometimes
we refer to the elements of X as reals. It is known that the size of such a space is c.

Fix n < ω. For {ηk}k<n ⊆ {2, ω} and a tree T ⊆ (
∏
k<n ηk)

<ω, denote [T ] := {(x0, . . . xn−1) ∈∏
k<n η

ω
k / ∀i<ω((x0 � i, . . . , xn+1 � i) ∈ T )}, which is a closed subset of

∏
k<n η

ω
k . Recall that, if

C ⊆∏k<n η
ω
k is closed, then there is a tree T ⊆ (

∏
k<n ηk)

<ω such that C = [T ].
For a topological space X , the Borel hierarchy of Borel subsets of X is defined by recursion on 0 <

α < ω1, where Σ0
1(X) is the collection of open subsets of X and, for α > 1, Σ0

α(X) is the collection of
countable unions of members of

⋃
ξ<α Π0

ξ(X). For all α < ω1, Π0
α(X) is the collection of complements

of sets in Σ0
α(X). Let ∆0

α(X) = Σ0
α(X) ∩Π0

α(X). B(X) :=
⋃
α<ω1

Σ0
α(X) =

⋃
α<ω1

Π0
α(X) is the

σ-algebra of Borel subsets of X . Sets in Σ0
2(X) are typically known as Fσ-sets and sets in Π0

2(X) are
known as Gδ-sets.

The projective hierarchy for all Polish spaces is defined by recursion on 0 < n < ω. Σ1
1(X), the

collection of analytic sets, is the collection of sets of the form π0[F ] where F is a closed subset ofX×ωω
and π0 : X × ωω → X is the projection onto the first coordinate. For 1 < n < ω, Σ1

n+1(X) is the
collection of sets of the form π0[A] whereA is in Π1

n(X×ωω). Π1
n(X) is the collection of complements

of sets in Σ1
n(X). Let ∆1

n(X) = Σ1
n(X) ∩Π1

n(X). Sets in Π1
1(X) are known as co-analytic sets. It is

known that B(X) = ∆1
1(X). When the space X is understood, we just refer to these classes as Σ0

α, Σ1
n,

etc. In many cases, when a subset of X is defined by a formula P (x), say, A = {x ∈ X / P (x)}, we
say that the formula P (x) is Σ1

n if A ∈ Σ1
n, likewise for the other defined point-classes.

1.1.1 Theorem (Mostowski’s absoluteness theorem [Je, Thm. 25.4]). For spaces of the form
∏
k<ω ηk

with {ηk}k<ω ⊆ {2, ω}: if M is a model of ZFC, then any Σ1
1 statement with parameters in M is

absolute. The same holds for Π1
1 statements.

1.1.2 Theorem (Shoenfield’s absoluteness theorem[Je, Thm. 25.20]). For spaces of the form
∏
k<ω ηk

with {ηk}k<ω ⊆ {2, ω}: if M ⊆ N are transitive models of ZFC and ωN1 ∈ M , then any Σ1
2 statement

with parameters in M is absolute for M,N . The same holds for Π1
2 statements.

For a topological space X , say that A ⊆ X is nowhere dense (nwd) if int(A) = 0. A is meager if it
is the countable union of nwd sets. LetM(X) be the σ-ideal of meager subsets of X . When the space
is clear from the context, we just writeM to denote the ideal.

1.1.3 Theorem. Let X and Y be uncountable Polish spaces. Then
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1. ([Ke, Subsect. 8.F]) B(X)/M(X) and B(Y )/M(Y ) are isomorphic complete Boolean algebras.

2. ([Ke, Subsect. 15.D]) If Ψ : B(X)/M(X) → B(Y )/M(Y ) is an isomorphism, then there exists
a Borel isomorphism f : Y → X such that Ψ([A]) = [f−1[A]] for any A ∈ B(X).

3. There exists a Borel isomorphism f : Y → X such that, for A ⊆ X , A ∈ M(X) iff f−1[X] ∈
M(Y ).

Let X be a set and A be a σ-algebra of subsets of X . A function µ : A → [0,+∞] is a measure if
µ(∅) = 0 and if it is σ-additive, that is, µ(

⋃
n<ω An) =

∑
n<ω µ(An) for any pairwise disjoint family

{An / n < ω} ⊆ B(X). µ is a probability measure if it is a measure such that µ(X) = 1. A measure
µ is σ-finite if X is the countable union of subsets of finite measure. A measure µ is continuous if
µ({x}) = 0 for all x ∈ X . We say that N ⊆ X is µ-null if there is a B ∈ A such that N ⊆ B and
µ(B) = 0. Denote byN (X,A, µ) the σ-ideal of null subsets of X . When the space and the measure are
clear from the context, we just write N .

1.1.4 Theorem ([Ke, Thm. 17.41]). Let X be a Polish space and µ : B(X) → [0, 1] a continuous
probability measure. Then, there exists a Borel isomorphism f : X → [0, 1] such that µ(f−1[A]) = λ(A)
for any A ∈ B([0, 1]), where λ is the Lebesgue measure on [0, 1].

There are also canonical measures for spaces of the form
∏
k<ω ηk with {ηk}k<ω ⊆ {2, ω}, which

are also called Lebesgue measures. They are given by the product measure where, in 2, each singleton
has measure 1

2 and, in ω, {n} has measure 1
2n+1 for each n < ω.

1.1.5 Theorem (Lebesgue density theorem [Ke, Sect. 17.B]). Let λ : B(2ω) → [0, 1] be the Lebesgue
measure for 2ω. If B ∈ B(2ω), then λ(B) = λ({x ∈ B / limn→∞ λ(B ∩ [x�n])/λ([x�n]) = 1}).

There are similar versions of this theorem for the Lebesgue measures on ωω and on R.
To finish this section, we introduce Borel coding, which is a way to code the construction of Borel

sets by real numbers. BC =
⋃
α<ω1

BCα is constructed recursively in such a way that 〈BCα〉α<ω1 is an
increasing sequence of subsets of ωω and that each a ∈ BC indicates how to construct a certain Borel
subset Ba of any Polish space. This is done in such a way that, for α < ω1, Σ0

α(X) = {Ba / a ∈ BCα}
for each Polish space X . Typically, BC is a Π1

1 subset of ωω such that the statement “x ∈ Ba” is a
Borel statement in X × ωω where X is any Polish space of the form

∏
k<ω ηk with {ηk}k<ω ⊆ {2, ω}.

Therefore, this implies that statements such as “Ba ⊆ Bc”, “Ba ∩ Bc = ∅” and “Ba =
⋃
n<ω Bcn” are

Π1
1-statements for Borel codes a, c, c0, . . .. This coding, along with Mostowski’s absoluteness Theorem

1.1.1, is important in order to have absolute statements about Borel sets between ZFC models. For the
construction of Borel codes, details and the following result, see [Je, Sect. 25] and [Ku84].

1.1.6 Theorem. The statements “Ba ∈M” and “Ba ∈ N” are Borel.

For an infinite set I consider the topological space 2I given by the product topology where 2 has the
discrete topology. Note that all its clopen subsets (that is, open and closed sets) are of the form

⋃
p∈F [p]

where F ⊆ Fn(I, 2) is finite, with Fn(I, 2) the set of finite partial functions from I to 2. Let Ba(2I) be
the σ-algebra of Baire subsets of 2I , which is generated by the clopen subsets of 2I .

It is known that any Baire subset of 2I is of the form 2J×B where I = J∪K is a disjoint union,K is
countable and B ∈ B(2K) = Ba(2K). Therefore, the coding of Borel subsets of 2ω can be extended for
Baire subsets of 2I . For example, BaCα(I) = {(a,∆) / a ∈ BCα,∆ : ω → I one-to-one} for α < ω1

and BaC(I) =
⋃
α<ω1

BaCα(I). If (a,∆) ∈ BaC(I), then Ba,∆ = ∆−1
∗ [Ba] where ∆∗ : 2I → 2ω

with ∆∗(f) = f ◦∆ (a projection function). Clearly, any Baire subset of 2I has the form Ba,∆ for some
Baire code (a,∆) ∈ BaC(I). As in the case of Borel sets, we can get many absolute statements about
Baire subsets, for example, “f ∈ Bc”, “Bc ⊆ Bc′”, “Bc ∈ M(2I)” and “Bc ∈ N (2I ,Ba(2I), λ)” are
absolute between ZFC-models for c, c′ ∈ BaC(I), where 2 is given the measure where each singleton
has measure 1

2 and λ is the corresponding product measure.
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1.2 Preliminaries about forcing

This section contains many results that are known in the folklore of forcing theory. For basic knowledge
about forcing, see [Je] and [Ku].

For a poset P and p, q ∈ P, p ⊥ q means that p and q are incompatible. p ‖ q represents the
compatibility of both conditions. p ∈ P is an atom if any pair of conditions that extend p are compatible.
P is said to be non-atomic or non-trivial if none of its conditions is an atom. If M is a model of ZFC,
P ∈ M , p ∈ P ∩M and ϕ a formula in the forcing language of P with parameters in M , p 
P,M ϕ
denotes that “p forces ϕ” is true in the model M . When P and M are clearly understood, we ignore such
subindexes in the notation.

If Q is another poset, recall that g : P→ Q is a complete embedding if

(i) for any p, p′ ∈ P, p ≤ p′ implies g(p) ≤ g(p′),

(ii) for any p, p′ ∈ P, p ⊥ p′ if and only if g(p) ⊥ g(p′), and

(iii) for any q ∈ Q there is a p ∈ P which is a reduction of q (with respect to g), that is, for every p′ ≤ p,
g(p′) is compatible with q.

Conditions (ii) and (iii) can be replaced by: for any maximal antichain A in P, g[A] is a maximal
antichain in Q. When g is the identity function, we say that P is a complete suborder of Q.

For this section, fix M ⊆ N transitive models of ZFC. If P ∈ M say that g : P→ Q is a complete
embedding with respect to M if (i) holds and, for any A ∈ M maximal antichain, g[A] is a maximal
antichain in Q. When g is the identity function, say that P is a complete suborder of Q with respect to
M . This notion is important because, if g,Q ∈ N and G is Q-generic over N , then g−1[G] is P-generic
over M and M [g−1[G]] ⊆ N [G].

g : P → Q is a dense embedding if it satisfies (i) and (ii) and also g[P] is dense in Q. It is known
that, for any poset P, there exists a complete Boolean algebra B and a dense embedding g : P→ B. In
fact, if we associate to P the topology generated by the subsets of the form [p] = {p′ ∈ P / p′ ≤ p}
for p ∈ P, then B = ro(P), the complete Boolean algebra of the regular open sets of P (that is, those
subsets A such that int(A) = A). g is defined as g(p) = int([p]). This complete Boolean algebra B is
unique under isomorphism and is known as the completion of P.

If A and B are complete Boolean algebras, then any complete embedding as posets between them
is an embedding as complete Boolean algebras, and any dense embedding is actually an isomorphism.
Moreover, it is known that the forcing structure of a poset can be completely described by its completion.

A poset P (forcing) embeds intoQ, denoted by PlQ, if there is a complete embedding g : ro(P)→
ro(Q). P ' Q denotes that P is forcing equivalent with Q, which means that their completions are
isomorphic. Just for notation, if P ∈M , PlM Qmeans that P is a complete suborder ofQ with respect
to M .

1.2.1 Lemma. Assume that P ∈ M and Q ∈ N are posets such that P lM Q. If ϕ is a Σ1
1-statement

in the forcing language of P with parameters in M and p ∈ P, then p 
P,M ϕ iff p 
Q,N ϕ. The same
holds for Π1

1-statements. Moreover, if ωM1 = ωN1 , this also holds for Σ1
2 and Π1

2-statements.

Assume that g : P → Q is a complete embedding between posets. Define the quotient poset Q/P
(with respect to g) as the P-name of the poset {q ∈ Q / ∃p∈Ġ(p is a reduction of q)} with the same order
as Q, where Ġ is the canonical P-name of the generic subset.

1.2.2 Lemma. Q ' P ∗ (Q/P). Moreover, if q ∈ Q and ϕ is a formula in the forcing language, q 
Q ϕ
iff (p, q) 
P∗(Q/P) ϕ for all the reductions p ∈ P of q.

Proof. Assume that g : P → Q is a complete embedding. Let f : P → A and f ′ : Q → B be dense
embeddings into complete Boolean algebras. There is a complete embedding g′ : A → B such that
g′ ◦ f = f ′ ◦ g, in fact,

g′(a) =
∨
B

{f ′(g(p)) / p ∈ P, f(p) ≤ a}.
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Consider h : B → A the projection with respect to g′, that is, h(b) =
∧
A{a ∈ A / g′(a) ≥ b}.

Note that B/A = {b ∈ B / h(b) ∈ Ġ}, where Ġ is the A-name of its generic subset. We claim
that A forces that k̇ : Q/P → B/A is a dense embedding, where k̇ is an A-name for the function
defined as k̇(q) = f ′(q). Indeed, let G be A-generic over V and b ∈ B/A arbitrary. By genericity, as
{h(f ′(q)) / f ′(q) ≤ b, q ∈ Q} is dense below h(b), we can find q ∈ Q such that f ′(q) ∈ B/A and
f ′(q) ≤ b. As {f(p) / f(p) ≤ h(f ′(q)), p ∈ P} is dense below h(f ′(q)), we can find a reduction
p ∈ f−1[G] of q, so q ∈ Q/P.

Note that P ∗ (Q/P) ' A ∗ (B/A) is witnessed by the function that sends (p, q̇) ∈ P ∗ (Q/P) to
(f(p), k̇((̇q))). On the other hand,B ' A∗(B/A) by the dense embedding that sends b ∈ B to (h(b), b),
so Q ' P ∗ (Q/P).

Assume that q 
Q ϕ and p ∈ P is a reduction of q. Then, f(p) ≤ h(f ′(q)), so (f(p), f ′(q)) ≤A∗(B/A)

(h(f ′(q)), f ′(q)). On the other hand, q 
Q ϕ implies f ′(q) 
B ϕ and, then, (h(f ′(q)), f ′(q)) 
A∗(B/A)

ϕ. Thus, (f(p), f ′(q)) 
A∗(B/A) ϕ, which clearly implies that (p, q) 
P∗(Q/P) ϕ.
Now, assume that q 6
Q ϕ, that is, there is a q′ ≤ q such that q′ 
Q ¬ϕ. By the previous argu-

ment, (p′, q′) 
P∗(Q/P) ¬ϕ for every reduction p′ ∈ P of q′. Any such p′ is a reduction of q and, as
(p′, q′) ≤P∗(Q/P) (p′, q), then (p′, q) 6
P∗(Q/P) ϕ.

1.2.3 Lemma. Let P be a complete suborder of Q and Ṙ a Q-name for a poset. Then, P forces that
(Q ∗ Ṙ)/P ' (Q/P) ∗ Ṙ.

Proof. Let G be P-generic over V . Work in V [G]. Note that, if (q, ṙ) ∈ (Q ∗ Ṙ)/P and p ∈ G is a
reduction of (q, ṙ), then p is also a reduction of q, so q ∈ Q/P. Define g : (Q ∗ Ṙ)/P → (Q/P) ∗ Ṙ
as g(q, ṙ) = (q, ṙG) where ṙG is a Q/P-name (which can be defined canonically) such that 
Q/P
ṙ = ṙG. Note that g is increasing and onto, so it remains to see that it preserves incompatibilities.
Let (q, ṙ), (q′, ṙ′) ∈ (Q ∗ Ṙ)/P and assume that there is a q2 ∈ Q/P extending q and q′ such that
q2 
Q/P ṙ ‖ ṙ′. Let p2 ∈ G be a reduction of q2 such that, in V , (p2, q2) 
P∗(Q/P) ṙ ‖ ṙ′.
1.2.4 Claim. In V , if q3 ∈ Q is an extension of q2 and p2, then q3 
Q ṙ ‖ ṙ′.

Proof. If p ∈ P is a reduction of q3, then any extension of (p, q3) in P ∗ (Q/P) is compatible with
(p2, q2), so (p, q3) 
P∗(Q/P) ṙ ‖ ṙ′. Therefore, by Lemma 1.2.2, q3 
Q ṙ ‖ ṙ′.

Note that D := {p ∈ P / ∃q3∈Q(p is a reduction of q3 and q3 ≤ p, q2)} is dense below p2 in P.
Then, in V [G], there exists p3 ∈ D ∩ G with p3 ≤ p2. Choose q3 a witness of p3 ∈ D so, by Claim
1.2.4, q3 ∈ Q/P and q3 
Q,V ṙ ‖ ṙ′. Thus, (q, ṙ) and (q′, ṙ′) are compatible in (Q ∗ Ṙ)/P.

1.2.5 Corollary. Let Q be a complete suborder of R and P a complete suborder of Q. Then, R/P '
(Q/P) ∗ (R/Q).

Proof. By Lemma 1.2.3, R/P ' (Q ∗ (R/Q))/P ' (Q/P) ∗ (R/Q).

Recall that a partial order 〈I,≤〉 is directed iff any two elements of I have an upper bound in I . A
sequence of posets 〈Pi〉i∈I is a directed system of posets if, for any i ≤ j in I , Pi is a complete suborder1

of Pj . In this case, the direct limit of 〈Pi〉i∈I is defined as the partial order limdiri∈IPi :=
⋃
i∈I Pi. It is

clear that, for any i ∈ I , Pi is a complete suborder of this direct limit.
For an infinite cardinal µ, recall that a poset P has the µ-chain condition (µ-cc) if all its antichains

have size < µ. In the case that µ = ℵ1, µ-cc is known as the countable chain condition (ccc), a property
that is relevant for preserving cardinals and cofinalities in generic extensions. We introduce stronger
versions of this condition.

1.2.6 Definition. (1) For n < ω, B ⊆ P is n-linked if every F ⊆ B of size ≤ n has a common
extension in P.

1In a more general way, we can think of a directed system with complete embeddings ei,j : Pi → Pj for i < j in I such
that, for i < j < k, ej,k ◦ ei,j = ei,k. This allows to define a direct limit of the system as well.
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(2) C ⊆ P is centered if it is n-linked for every n < ω.

(3) P is µ-linked if it is the union of ≤ µ many 2-linked subsets of P. In the case µ = ℵ0, we say
σ-linked.

(4) P is µ-centered if it is the union of ≤ µ many centered subsets of P. In the case µ = ℵ0, we say
σ-centered.

(5) P is µ-Knaster if, for every sequence {pα}α<µ of conditions in P, there is an A ⊆ µ of size µ such
that {pα / α ∈ A} is 2-linked. For µ = ℵ1, we just say Knaster.

Note that µ-centered implies µ-linked, and µ-Knaster implies µ-cc. Also, µ-linked implies µ+-
Knaster.

1.2.7 Lemma. Let n < ω and B ⊆ P be n-linked. If F ∈ V has size ≤ n and ȧ is a P-name for a
member of F , then there exists a c ∈ F such that no p ∈ B forces ȧ 6= c.

Proof. Assume that, for every c ∈ F , there exists a pc ∈ B that forces ȧ 6= c. As {pc / c ∈ F} has
size ≤ n and it is a subset of B, it has a common extension p ∈ P. Thus, p forces that ȧ /∈ F , a
contradiction.

In Section 1.3 we introduce many examples of definable forcing notions. Meanwhile, consider the
following two posets that will be relevant for many proofs of this text. Recall that F ⊆ [ω]ω is a filter
base if it nonempty and closed under finite intersections. C ∈ [ω]ω is a pseudo-intersection of F if
C ⊆∗ A for all A ∈ F .

1.2.8 Definition. Let F be a filter base (of infinite subsets of ω).

(1) Mathias forcing with F is the poset MF = {(s,A) / s ∈ [ω]<ω, A ∈ F , sup(s + 1) ≤ min(A)}
(where s+ 1 = {k + 1 / k ∈ s}) ordered as (t, B) ≤ (s,A) iff s ⊆ t, B ⊆ A and tr s ⊆ A.

(2) Laver forcing withF is the poset LF whose conditions are trees T ⊆ ω<ω such that {i < ω / t̂〈i〉 ∈
T} ∈ F for any t ∈ T with stem(T ) ⊆ t, where stem(T ), the stem of T , is the least splitting node
of T . The order of LF is ⊆.

Notice that MF and LF are σ-centered posets, the first witnessed by the centered sets {(s, F ) ∈
MF / s = a} for a ∈ [ω]<ω, and the latter witnessed by {T ∈ LF / stem(T ) = t} for t ∈ ω<ω. The
generic object added by MF is ṁF =

⋃
domĠ =

⋃{s / ∃F ((s, F ) ∈ Ġ)} where Ġ is the MF -name
of the generic subset. MF forces that this generic object is a pseudo-intersection of F . On the other
hand, LF adds generically a function l̇F :=

⋃
T∈Ḣ stem(T ) where Ḣ is the LF -name of the generic

subset. LF forces that f ≤∗ l̇F (n) for every ground model function f in ωω and that ran(l̇F ) is a
pseudo-intersection of F . Laver forcing with an ultrafilter has a very special property about decision of
statements.

1.2.9 Theorem (Pure decision [Bl88, Thm. 9]). Let U be an ultrafilter on ω, s ∈ [ω]<ω and ϕ a formula
in the forcing language of LU . Then, there exists a T ∈ LU with stem s such that either T 
 ϕ or
T 
 ¬ϕ.

The proof of pure decision for Laver forcing with an ultrafilter uses a rank argument, which is useful
to solve many problems. Consider a dense set D ⊆ LU where U is an ultrafilter on ω. For s ∈ ω<ω,
define the ordinal ρD(s) recursively, such that, for α > 0,

ρD(s) = 0 iff there exists a T ∈ D with stem s,
ρD(s) = α iff ρD(s) ≮ α and {j < ω / ρD(ŝ〈j〉) < α} ∈ U .

To see this, define RD(0) = {s ∈ ω<ω / ∃T∈D(stem(T ) = s)} and, for α > 0,

RD(α) =

{
s ∈ ω<ω /

{
j < ω / ŝ〈j〉 ∈ ⋃

β<α

RD(β)

}
∈ U

}
r
⋃
β<α

RD(β).
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Clearly, ρ(s) = α iff s ∈ RD(α) for any ordinal α.
The main feature of this rank function is that ρD(s) < ω1 for any s ∈ ω<ω. To see this, note that, if

ρD(s) ≥ ω1 then {j < ω / ρD(ŝ〈j〉) ≥ ω1} ∈ U so, if such an s exists, then it is possible to construct
a tree T by recursion such that stem(T ) = s and ρD(t) ≥ ω1 for any t ∈ T above the stem. Now, as D
is dense, find S ∈ D, S ⊆ T . But ρD(stem(S)) ≥ ω1, a contradiction.

Proof of Theorem 1.2.9. Let D = {T ∈ LU / T 
 ϕ or T 
 ¬ϕ}, which is clearly dense. We show
that ρD(s) = 0 for all s ∈ ω<ω. Assume the contrary and let s ∈ ωω of minimal rank > 0. Then,
{j < ω / ρD(ŝ〈j〉) = 0} ∈ U , that is, either {j < ω / ∃T∈LU (stem(T ) = ŝ〈j〉 and T 
 ϕ)} ∈ U or
{j < ω / ∃T∈LU (stem(T ) = ŝ〈j〉 and T 
 ¬ϕ)} ∈ U . In the first case, it is easy to get T ′ ⊆ T in LU
with stem s such that T ′ 
 ϕ. For the second case, we get such a T ′ that forces ¬ϕ. In each case, we get
a contradiction.

1.3 Suslin ccc posets

1.3.1 Definition (Suslin ccc poset). A Suslin ccc poset S is a ccc poset, whose conditions are reals, such
that the relations ≤ and ⊥ are Σ1

1.

In this case, note that S itself is a Σ1
1-set because x ∈ S iff x ≤ x. The main feature of this type of

poset is that, thanks to its definability, many of its features, when relativized to models of ZFC, become
absolute. For example, if M is a model of a large enough fragment of ZFC and the parameters of the
poset S are in M , then S may be interpreted in M , say SM , and many statements like “x ∈ S” or
“p, q ∈ S and p ⊥ q” are absolute. The notion of Suslin ccc forcing is due to Judah and Shelah [JS88].
See also [Br10] and [BaJ] for the proofs of the results of this section and for more about Suslin ccc
forcing notions.

Fix S a Suslin ccc poset.

1.3.2 Lemma. The statement “{zn / n < ω} is a maximal antichain in S” is Σ1
1 ∪Π1

1. Moreover, if
“x ∈ S” is a Borel statement, then the previous statement is Π1

1.

1.3.3 Corollary. Let M ⊆ N be transitive models of ZFC. Then:

(i) If S is coded in M , then SM lM SN .

(ii) Assume that P ∈ M and Q ∈ N are posets such that PlM Q and that Ṡ is a P-name of a Suslin
ccc poset. Then, P ∗ ṠMP lM Q ∗ ṠNQ

The following are examples of well known Suslin ccc posets that we use throughout this text.

1.3.1 Cohen forcing

1.3.4 Lemma. Any pair of countable non-atomic posets are forcing equivalent.

Cohen forcing, denoted by C, is any non-atomic countable poset. If we consider C = {z ∈
ωω / ∀i≥z(0)(z(i + 1) = 0)} ordered by z′ ≤ z iff z(0) ≤ z′(0) and z′ � [1, z(0)] = z � [1, z(0)], it
is an Fσ subset of ωω. Note also that the order and ⊥ are Borel relations, so it is a Suslin ccc poset,
moreover, it is σ-centered.

The notion of Cohen forcing is extended to CI = Fn(I, 2) (see at the end of Section 1.1), ordered by
⊇, for any set I . Also, C ' Cω. It is clear that, if I = J ∪K is a disjoint union, then CI ' CJ ×CK '
CJ ∗ ĊK . Actually, CI×ω is equivalent to the finite support product of C with indexes in I . Also, if κ is
an infinite cardinal, then Cκ is equivalent to the fsi of length κ of C.

CI is equivalent to Ba(2I)/M(2I) witnessed by the dense embedding g : CI → Ba(2I)/M(2I)
where g(p) is the equivalence class of [p]. Therefore, by Theorem 1.1.3, Cohen forcing is also given
by B(X)/M(X) where X is an uncountable Polish space. CI adds a real that evades all the Baire
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meager sets coded in the ground model, that is, 
CI ċI /∈ B
V [Ġ]
a where Ġ is the C-name for the generic

subset, ċI =
⋃
Ġ and a is any code for a Baire meager set that belongs to the ground model. Also,

V [cI ] = V [G]. In this concept, if M is a model of ZFC, say that a real c is a Cohen real over M if
c /∈ Ba for any code a ∈ M ∩ BC of a Borel meager set. Therefore, the generic real added by C is a
Cohen real over the ground model.

Note that a fsi of ccc posets adds Cohen reals at limit stages.

1.3.5 Lemma. Let P = 〈Pn, Q̇n〉n<ω be a fsi of ccc posets such that each Pn forces that Q̇n contains a
pair of incompatible conditions. Then, P adds a Cohen real over the ground model V , that is, Cl P.

1.3.2 Random forcing

Typically, random forcing on I , denoted by BI , is the poset B(2I) r N (2I) ordered by ⊆, but note
that its completion is B(2I)/N (2I). By Theorem 1.1.4, random forcing B := Bω is equivalent to
B(X)/N (X,µ) where X is any uncountable Polish space and µ is a continuous probability measure on
X . BI adds a generic function ṙI =

⋃{p ∈ Fn(I, 2) / [p] ∈ Ġ} that evades all the Baire null subsets
of 2I coded in the ground model. Clearly, V [G] = V [rI ]. If M is a model of ZFC, say that a real r is a
random real over M if r /∈ Ba for any code a ∈M ∩ BC of a Borel null set.

Note that {[T ] / T ⊆ 2<ω is a tree such that ∀t∈T (λ([T ] ∩ [t]) > 0)} is dense in B(2ω) r N , so
the set of such trees, ordered by ⊆, is forcing equivalent to random forcing. Therefore, as this set of
trees, the order and incompatibility relations are Borel (note that such trees T, S are incompatible iff
λ([T ∩ S]) > 0, which is a Borel statement), random forcing is a Suslin ccc poset. Moreover, it is
σ-linked as witnessed by the Borel sets Bp = {T ∈ B / λ([p] r [T ]) < 1

2λ([p])} with p ∈ Fn(ω, 2)
(Lebesgue density Theorem 1.1.5 implies that the union of these sets is B).

1.3.6 Lemma. BI does not add Cohen reals. Dually, CI does not add random reals.

1.3.7 Lemma. σ-centered posets do not add random reals.

Like Cohen forcing, if I = J ∪K is a disjoint union, then BI ' BK ∗ ḂK . But BI 6' BJ × BK
because B×B adds a Cohen real, that is, ClB×B.

1.3.8 Definition. A poset P is ωω-bounding if, for any P-name ġ for a real in ωω and p ∈ P, there
exists a q ≤ p in P and an f ∈ ωω (in the ground model) such that q 
 ġ ≤ f (pointwise, that
is, ∀n<ω(ġ(n) ≤ f(n))). Equivalently, for any P-generic set G and g ∈ ωω ∩ V [G], there exists an
f ∈ ωω ∩ V such that g ≤ f .

BI is ωω-bounding, but C is not because, if c ∈ ωω is a Cohen real over a model M of ZFC, then
∃∞i<ω(f(i) < c(i)) for any f ∈ ωω ∩M . For more about CI and BI , see also [Ku84].

1.3.3 Hechler forcing

Recall from the Introduction that f ≤∗ g denotes ∀∞i<ω(f(i) ≤ g(i)), which is read as g dominates f .
Define f <∗ g likewise. For a set M , say that d ∈ ωω is dominating over M if d dominates all the reals
in ωω ∩M .

Hechler forcing D is the poset whose conditions are pairs (s, f) ∈ ω<ω × ωω where s ⊆ f . The
order is given by (t, g) ≤ (s, f) iff s ⊆ t and f ≤ g. If G is D-generic, the Hechler real d =

⋃
domG is

dominating over the ground model. Also, V [d] = V [G]. D can be coded by ωω with the transformation
z ∈ ωω 7→ (z�[1, 1 + z(0)), z�[1, ω)), so D, ≤D and ⊥D are Borel, that is, D is Suslin ccc. Moreover, it
is σ-centered as witnessed by the Borel sets Ds = {(t, f) ∈ D / t = s} for s ∈ ω<ω.

It is known that ClD but, by Lemma 1.3.7,D does not add random reals. As BI is ωω-bounding, it
does not add dominating reals. C does not add dominating reals (see Lemma 3.1.7 and Example 3.2.2).
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1.3.4 Eventually different real forcing

Eventually different real forcing E is the poset with conditions in ω<ω× [ωω]<ω and ordered by (t, B) ≤
(s,A) iff s ⊆ t, A ⊆ B and ∀i∈[|s|,|t|)∀f∈A(t(i) 6= f(i)). If G is E-generic, the generic real e =⋃

domG is eventually different from the reals in the ground model V , that is, if f ∈ ωω ∩ V then
∀∞n<ω(e(i) 6= f(i)). Here, V [e] = V [G]. By coding E by reals in ωω, it is clear that E, its order and the
incompatibility relation are Borel, so E is Suslin ccc. Moreover, it is a σ-centered poset witnessed by the
Borel sets Es = {(t, A) ∈ E / s = t} for s ∈ ω<ω.

It is known thatCclE, butE does not add either random (Lemma 1.3.7) or dominating reals (Lemma
3.2.4). C does not add eventually different reals (Lemma 3.1.7 and Example 3.2.1). Although D and B
add eventually different reals over the ground model, E is not forcing embeddable into any of them.

1.3.5 Amoeba forcing

Given a real δ ∈ (0, 1), amoeba forcingAδ is the poset whose conditions are open subsets of 2ω that have
Lebesgue measure strictly smaller than δ, ordered by ⊇. Equivalently, it is the poset whose conditions
are the closed subsets of 2ω with Lebesgue measure strictly bigger than 1 − δ, ordered by ⊆. Also, we
get equivalent notions by considering just Borel sets in place of open or closed sets. If G is Aδ-generic
(for the poset given by open sets), a =

⋃
G is called amoeba real; it is an open set of measure δ. Clearly,

V [a] = V [G].
By Theorem 1.1.4, an equivalent poset is obtained if we consider an arbitrary uncountable Polish

space with a continuous probability measure. Also, Truss [Tr88] proved that Aδ ' Aδ′ for two different
δ, δ′ ∈ (0, 1). Therefore, we can denote amoeba forcing by A. It is a σ-linked Suslin ccc forcing. To
see this, put A1/2 as the set of subtrees T ⊆ 2<ω such that λ([T ]) > 1

2 , ordered by ⊆. In this way, it is
clear that A1/2, the order and the incompatibility relation are Borel. To see σ-linkedness, for C ⊆ 2ω

clopen of measure < 1
2 and n < ω such that λ(C) + 2

n <
1
2 , let AC,n = {T ⊆ 2<ω tree / C ∩ [T ] =

∅ and λ(C ∪ [T ]) > 1 − 1
n} which is a subset of A1/2, it is Borel (as C can be coded by finitely many

objects in 2<ω) and 2-linked. Also, A1/2 is the union of all such AC,n.
A adds a Gδ null set that covers all the Borel null sets coded in the ground model V . To see this,

consider an amoeba real a of measure 1
2 and note that every ground model Borel null set is contained in

N =
⋂
z∈Q a+ z where Q = {z ∈ 2<ω / ∀∞i<ω(z(i) = 0)} and the sum in 2ω is the sum by coordinates

of the group Z2. As z +N = N for any z ∈ Q, the measure of N is either 0 or 1 but, as N ⊆ a, we get
that N is null. Also, in V [a], 2ω rN is an Fσ set of measure 1 of random reals over V .

1.3.6 Localization forcing

For h ∈ ωω, put S(ω, h) =
∏
i<ω[ω]≤h(i), Sn(ω, h) =

∏
i<n[ω]≤h(i) and S<ω(ω, h) =

⋃
n<ω Sn(ω, h).

We often call the reals in S(ω, h) slaloms. If x ∈ ωω and ψ ∈ ([ω]<ω)ω, define the relation x ∈∗ ψ by
∀∞i<ω(x(i) ∈ ϕ(i)), which we read ψ localizes x.

If h is non-decreasing and converges to infinity, the localization forcing LOCh at h is the poset given
by the conditions of the form (s, F ) where s ∈ S<ω(ω, h) and F ⊆ ωω is a set of size ≤ h(|s|), ordered
by (t, F ′) ≤ (s, F ) iff s ⊆ t, F ⊆ F ′ and ∀i∈[|s|,|t|)({f(i) / f ∈ F} ⊆ t(i)). If G is LOCh-generic, the
h-localization slalom ψ =

⋃
domG ∈ S(ω, h) localizes all the reals in ωω of the ground model. Also,

V [G] = V [ψ].
By coding the members of LOCh by reals in ωω, it is easy to see that this is a Suslin ccc pose;

in fact, the domain, the order and the incompatibility relations are even Borel. Since the Borel sets
Lhs = {(t, F ) ∈ LOCh / t = s, |F | ≤ 1

2h(|s|)} for s ∈ S<ω(ω, h) are 2-linked, it is σ-linked.
Truss [Tr88] proved that AlLOCh, so this forcing adds a Gδ null set that contains all the Borel null

sets coded in the ground model. Also, Cc, D and E are embeddable into LOCh. But LOCh cannot be
embedded into A.
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1.4 Some cardinal invariants of the continuum

We present some classical cardinal invariants of the continuum that are relevant for the main results of
this thesis. For definitions, proofs of all the results of this section and further explanations, see [BaJ],
[Ba10] and [Bl10].

For a set X and an ideal I ⊆ P(X), define the following cardinal numbers.

add(I), the additivity of I, which is the least size of a subfamily of I whose union is not in I. Note that
this cardinal is regular.

cov(I), the covering of I, which is the least size of a subfamily of I whose union is all of X .

non(I), the uniformity of I, which is the least size of a subset of X that is not in I.

cof(I), the cofinality of I, which is the least size of a cofinal subfamily of I. Recall that F ⊆ I is
cofinal if, for any A ∈ I, there exists a C ∈ F such that A ⊆ C.

We are particularly interested in the previous cardinal invariants for the ideals M and N for an
uncountable Polish space. The following result states that these cardinals do not depend on the chosen
uncountable Polish space.

1.4.1 Lemma. Let X,Y be uncountable Polish spaces.

(a) add(M(X)) = add(M(Y )) and likewise for cov, non and cof.

(b) If µ and ν are σ-finite continuous non-zero measures onX and Y respectively, then add(N (X,µ)) =
add(N (Y, ν)) and likewise for cov, non and cof.

Proof. (a) is a direct consequence of Theorem 1.1.3. (b) follows from Theorem 1.1.4 and the fact that,
for any σ-finite non-zero measure µ on a Polish space X there exists a probability measure µ′ on X such
that N (X,µ) = N (X,µ′).

The cardinal invariants add(N ) and cof(N ) can be characterized as follows.

1.4.2 Theorem (Bartoszyński characterization [BaJ, Thm. 2.3.9]). Let h ∈ ωω that converges to infinity.
Then,

(a) add(N ) is the least size of a set Y ⊆ ωω that cannot be localized by a single slalom in S(ω, h).

(b) cof(N ) is the least size of a family F ⊆ S(ω, h) with the property that every real in ωω is localized
by some slalom in F .

The following is a well known characterization of covering and uniformity of category.

1.4.3 Theorem ([BaJ, Thm. 2.4.1 and 2.4.7]). (a) non(M) is the least size of a family F ⊆ ωω such
that, for any x ∈ ωω, there is an f ∈ F such that ∃∞n<ω(f(n) = x(n)).

(b) cov(M) is the least size size of a family E ⊆ ωω such that, for any x ∈ ωω, there is a y ∈ E such
that ∀∞n<ω(x(n) 6= y(n)).

Recall, from the Introduction, the (un)bounding number b and the dominating number d in the pre-
order 〈ωω,≤∗〉. Recall also Cichon’s diagram in Figure 1, where the vertical lines from bottom to top
and the horizontal lines from left to right represent ≤ provable relations in ZFC. Also, the dotted lines
represent add(M) = min{b, cov(M)} and cof(M) = max{d, non(M)}.

Recall the splitting number s from the Introduction. Given F ⊆ [ω]ω, say that A reaps F if A splits
all the members of F . F is said to be an unreaping family if it is not reaped by any infinite subset of ω.
Define r, the (un)reaping number, as least size of an unreaping family. In relation with the cardinals in
Cichon’s diagram, we know that
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1.4.4 Theorem. (a) s is less than or equal to non(M), d and non(N ).

(b) r is greater than or equal to cov(N ), b and cov(M).

A collection F of infinite subsets of ω is said to have the finite intersection property (f.i.p.) if the
intersection of finitely many members of F is infinite. Note that, if F has the f.i.p., the set of all its finite
intersections form a filter base. Define the following cardinal invariants.

p, the pseudo-intersection number, which is the least size of a filter base (or a family with the f.i.p.) that
does not have a pseudo-intersection.

t, the tower number, which is the least order type of a ⊆∗-decreasing sequence that has no pseudo-
intersection.

It is clear that t is an uncountable regular cardinal and that p ≤ t. Moreover,

1.4.5 Theorem. (a) p is regular.

(b) t is less than or equal to add(M) and s.

Recently, it has been proved by Malliaris and Shelah [MS] that actually p = t, which was a long
standing problem about cardinal invariants. Even though important, this result is not necessary for any
of the conclusions of this thesis.

The ultrafilter number u is defined as the least size of a filter base (or a family with the f.i.p.) that
generates an ultrafilter. It is known that

1.4.6 Theorem. r ≤ u.

Recall a, the almost disjointness number, from the Introduction.

1.4.7 Theorem. b ≤ a.

A family G ⊆ [ω]ω is groupwise-dense if it is downwards closed under ⊆∗ and, for every interval
partition 〈In〉n<ω of ω, there is an A ∈ [ω]ω such that

⋃
n∈A In ∈ G. g, the groupwise-density number,

is the least size of a collection of groupwise-dense families whose intersection is empty.

1.4.8 Theorem. t ≤ g ≤ d. Also, g is regular.

Figure 1.1 describes the diagram of provable inequalities in ZFC of the cardinal invariants introduced
in this section. Lines from bottom to top represent ≤. Dotted lines are as in Cichon’s diagram (Figure
1) and the double line represents equality. The diagram is complete in the sense that the inequalities that
are not stated, are consistent with ZFC, with the exception of r < a and u < a that are consistent modulo
a measurable cardinal ([S04], see also [Br07]). Proofs and summaries about most of these consistency
results can be found in [BaJ] and in [Bl10]. For example, with countable support iteration of proper
forcing techniques, u = a = non(M) = non(N ) = ℵ1 < g = ℵ2 holds in Miller’s model and
cof(N ) = ℵ1 < r = ℵ2 is true in Silver’s model. Also, the consistency of u = ℵ1 < s = ℵ2 is proved in
[BlS87] and the consistency of r < u is proved in [GS90].

Classical models with large continuum constructed with finite support iterations: a, non(M) <
cov(M) is true in Cohen’s model (an extension of a model of CH by Cλ with λ > ℵ1 regular) and
non(N ) = a = d = ℵ1 < cov(N ) is true in the random model (an extension of a model of CH by Bλ
with λ > ℵ1 regular). Moreover, if we assume b > ℵ1 in the ground model, non(N ) = ℵ1 < b holds
in an extension by B. s < add(N ) and g < add(N ) hold in the amoeba model, that is, an extension of
a model of CH by a fsi of amoeba forcing of length λ > ℵ1 regular (see [JS88] for the first inequality
and [Bl89] or Lemma 4.1.1 for the second) and cov(N ), s, g < add(M) holds in Hechler’s model (an
extension of a model of CH by a fsi of Hechler forcing of length λ). The dual of Hechler’s model (that
is, assume that add(N ) and p are large in the ground model and perform a short iteration using Hechler
forcing) satisfies cof(M) < r, non(N ). A long fsi of Mathias forcing with ultrafilters yields a model of
cov(N ) < p. A model of g < s is obtained by a matrix iteration construction as in [BlS84], e.g., define
Pℵ1,ν = 〈〈Pα,ξ, Q̇α,ξ〉ξ<ν〉α<ω1 as in Context 5.1.4 with U = ν and ν > ℵ1 regular (this is a typical
matrix iteration construction for a model of b < s where g = ℵ1 because of Lemma 4.1.1).

Brendle [Br02] proved the consistency of ℵ1 < cof(N ) < a by a template iteration construction.
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Figure 1.1: Diagram of some cardinal invariants

1.5 Gaps

Let B be a Boolean algebra and A,B ⊆ B. A is σ-directed if, for any countable C ⊆ A there is an
a ∈ A such that ∀c∈C(c ≤ a). The pair 〈A,B〉 is orthogonal if a ∧ b = 0 for all a ∈ A and b ∈ B. If,
additionally, there is no c ∈ B such that ∀a∈A(a∧ c = 0) and ∀b∈B(b ≤ c), we say that the pair 〈A,B〉 is
a gap. In the case that A and B are σ-directed, say that 〈A,B〉 is a Hausdorff gap. On the other hand, if
one ofA and B is countable, say that 〈A,B〉 is a Rothberger gap. For ordinals γ, δ, a linear (γ, δ)-gap is
a gap of the form 〈{aα}α<γ , {bβ}β<δ〉 where both sequences {aα}α<γ , {bβ}β<δ are strictly increasing.
Equivalently, 〈{aα}α<γ , {bβ}β<δ〉 is a linear gap iff {aα}α<γ ⊆ B is strictly increasing, {−bβ}β<δ is
strictly decreasing, aα ≤ −bβ for all α < γ, β < δ and there is no c ∈ B such that aα ≤ c ≤ −bβ for all
α < γ, β < δ. A linear (γ, δ)-gap where γ = ω (or δ = ω) is called linear Rothberger gap.

In this work, we are mainly interested in Rothberger gaps for quotients of the form P(ω)/I where
I is an ideal on ω. Recall that Fin the ideal of finite subsets of ω. Given a pointclass Γ on the Cantor
space, an ideal I is a Γ-ideal if the set of characteristic functions of elements of I belongs to Γ. We can
extend the notions for gaps in P(ω)/I without looking at the equivalence classes modulo I but just at
subsets of ω.

1.5.1 Definition. Let I be an ideal on ω, A,B ⊆ ω.

(1) The pair 〈A,B〉 is orthogonal (with respect to I) iff ∀A∈A∀B∈B(A ∩B ∈ I).

(2) C ⊆ ω separates 〈A,B〉 (with respect to I) iff 〈A, {C}〉 is orthogonal and ∀B∈B(B ⊆I C).

(3) The pair 〈A,B〉 is a gap (on I) if it is an orthogonal pair and there is no C ⊆ ω separating it. When
A (or B) is countable, we say that 〈A,B〉 is a Rothberger gap (on I).

Notions like “linear gap” can be extended likewise in this way.

1.5.2 Lemma (Hadamard [H84]). If I is an ideal on ω and A,B ⊆ P(ω) are countable, then 〈A,B〉 is
not a gap on I.

The following results states also that a (ω, b)-gap on Fin can be constructed in ZFC.
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1.5.3 Theorem (Rothberger [Ro41]). There is a linear (ω, κ)-gap inP(ω)/Fin iff there is a well-ordered
unbounded sequence in 〈ω,≤∗〉 of length κ.

The following is an extension (in one direction) of the previous result to a large class of ideals.

1.5.4 Theorem (Todorčević [T98]). If I is either an Fσ-ideal or an analytic P-ideal, then there exists an
embedding ψ : P(ω)/Fin→ P(ω)/I that preserves all gaps of P(ω)/Fin.

Theorems 1.5.3 and 1.5.4 directly imply

1.5.5 Corollary. If I is either an Fσ-ideal or an analytic P -ideal, then P(ω)/I has a gap of type (ω, b).

Recall that, for a set Y , ϕ : P(Y ) → [0,+∞] is a submeasure on P(Y ) if the following conditions
hold.

• ϕ(∅) = 0.

• ϕ(x) < +∞ for any finite x ⊆ Y .

• (Monotonicity) A ⊆ B ⊆ Y implies ϕ(A) ≤ ϕ(B).

• (Finite subadditivity) ϕ(A ∪B) ≤ ϕ(A) + ϕ(B) for all A,B ⊆ Y .

If Y = ω, a submeasure ϕ on P(ω) is lower semicontinuous if ϕ(x) = limn→+∞ ϕ(x ∩ n).

1.5.6 Theorem. Let I be an ideal on ω.

(1) (Mazur [Ma91]) I is Fσ iff there is a lower semicontinuous submeasure ϕ on P(ω) such that I =
Fin(ϕ) := {x ⊆ ω / ϕ(x) < +∞}.

(2) (Solecki [So96, So99]) I is an analytic P-ideal iff there is a lower semicontinuous submeasure ϕ
on P(ω) such that I = Exh(ϕ) := {x ⊆ ω / limn→∞ ϕ(x r n) = 0}. In particular, all analytic
P-ideals are Fσδ.

The following result is a well known fact about gaps on analytic P-ideals. We include a proof because
we could not find a reference.

1.5.7 Corollary. If I is an analytic P -ideal, then it has no (ω, κ)-gaps for κ < b.

Proof. By Theorem 1.5.6(2), choose a lower semicontinuous submeasureϕ such that I = Exh(ϕ). Now,
let 〈A,B〉 be an orthogonal pair such that A = {An / n < ω} is a partition of ω (this can be assumed
without loss of generality) and |B| < b. Without loss of generality, we may assume that I is an ideal on
ω × ω and An = {n} × ω. In this notation, for x ⊆ ω × ω, x ∈ Exh(ϕ) iff, for all ε > 0 there exists an
F ⊆ ω×ω finite such that ϕ(xrF ) < ε. For m < ω, we denote by (An)m := {(n, k) ∈ An / k < m}.
For each 0 < l < ω and B ∈ B, let gB,l(n) be the minimal m such that ϕ((An ∩ B) r (An)m) <
1/(l ·2n+1), which exists becauseAn∩B ∈ I. As {gB,l / B ∈ B, 0 < l < ω} has size< b, we can find
g ∈ ωω that dominates that set of functions. Put C :=

⋃
n<ω(An)g(n). Clearly, An ∩C = (An)g(n) ∈ I

for every n < ω, so it remains to show that B r C ∈ I for any B ∈ B. Let 0 < l < ω and choose
N < ω such that gB,l(n) ≤ g(n) for every n ≥ N . Let F :=

⋃
n<N (An)gB,l(n) and note that

ϕ((B r C)r F ) ≤ ϕ
( ⋃
n<ω

(An ∩B r (An)gB,l(n))
)
≤
∑
n<ω

1

l · 2n+1
=

1

l
,

where the last inequality holds because of the lower semicontinuity of the submeasure.

To finish this section, we recall the notion of tallness. An ideal I on ω is tall if, for any Y ∈ [ω]ω,
I�Y contains an infinite subset of ω. Also, say that I is somewhere tall if there is some I-positive Y
such that I�Y is tall (with respect to Y ). I is nowhere tall if it is not somewhere tall.
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CHAPTER 2

ITERATIONS ALONG A TEMPLATE

The theory of iterations along templates was introduced for the first time by Shelah [S04], originally
developed to prove the consistency, with ZFC, of d < a, which was one long-standing open problem
about inequalities between classical cardinal invariants. As this theory is an extension of the construction
of iterations with finite support, it turns out to be useful to solve problems related to models with large
continuum. A very interesting insight about template iterations has been done by Brendle in [Br02],
[Br05] and [Br03], in particular, the latter contains the consistency, with ZFC, of ℵ1 < d < a where a
has countable cofinality.

Originally, the theory about templates was introduced for iterations with Suslin ccc posets. Later, the
author found a way to expand this theory to iterations where non-definable posets are allowed [Me]. The
main purpose in this chapter is to introduce the theory of iterations along templates with non-definable
posets and also prove some general results about this type of iterations.

This chapter is organized as follows. In Section 2.1 we present correctness, which is a fundamental
concept about forcing, introduced by Brendle, that is very useful to construct iterations that extend fsi,
like shattered iterations [Br-1, Br-2] and template iterations [Br05]. Section 2.2 is about the relationship
between Suslin ccc and correctness, which is essential to identify which definable ccc posets can be used
in a template iteration. Templates, which are the supports where a template iteration grounds, are defined
in Section 2.3 with some examples. Finally, we explain the construction of an iteration along a template
for non-definable posets in Section 2.4 and also prove general results about ccc-ness and embeddability.

2.1 Correctness

The concept of correctness is originally developed for complete Boolean algebras [Br-1, Br-2, Br05], but
notions and results can be translated in terms of posets in general. In this section, we present correctness
for posets.

For this section, fix M ⊆ N transitive models of ZFC. Recall the four-element lattice I4 :=
{∧, 0, 1,∨} where ∨ is the largest element, ∧ is the least element and 0, 1 are in between.

2.1.1 Definition (Correct system of embeddings). LetPi be a poset for each i ∈ I4 and let ei,j : Pi → Pj
be complete embeddings for i < j in I4 such that e0,∨ ◦ e∧,0 = e1,∨ ◦ e∧,1. This system of embeddings
is correct if, for each p ∈ P0 and q ∈ P1, if both have compatible reductions in P∧, then e0,∨(p) and
e1,∨(q) are compatible in P∨. An equivalent statement is that, for each p ∈ P0 and for every reduction
r ∈ P∧ of p, e∧,1(r) is a reduction of e0,∨(p). When the embeddings are not stated, we assume that they
are the identity functions.

There is a restrictive version of this notion. For the model M , if P∧,P0, e∧,0 ∈M and e∧,1, e0,∨ are
just complete embeddings with respect toM , say that the system of embeddings is correct with respect to
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M if, for any p ∈ P∧ and q ∈ P0, if p is a reduction of q with respect to e∧,0, then e∧,1(p) is a reduction
of e0,∨(q) with respect to e1,∨. When the embeddings are understood, we say that 〈P∧,P0,P1,P∨〉 is a
correct system (with respect to M ).

The results of this section are applications of this notion to two-step iterations, quotients and direct
limits of posets.

2.1.2 Lemma. Let P ∈ M , P′ ∈ N posets such that P lM P′. If Q̇ ∈ M is a P-name of a poset,
Q̇′ ∈ N a P′-name of a poset and P′ forces (with respect to N ) that Q̇lMP Q̇′, then P ∗ Q̇lM P′ ∗ Q̇′.
Also, 〈P,P ∗ Q̇,P′,P′ ∗ Q̇′〉 is a correct system with respect to M .

Proof. First prove that, if (p0, q̇0), (p1, q̇1) ∈ P ∗ Q̇ are compatible in P′ ∗ Q̇′, then they are also com-
patible in P ∗ Q̇. Let (p′, q̇′) ∈ P′ ∗ Q̇′ be a common extension. Find A ∈ M a maximal antichain
in P contained in {p ∈ P / p ≤ p0, p1 or p0 ⊥ p or p1 ⊥ p}. As A is also maximal antichain in P′,
there exists a p2 ∈ A compatible with p′. p2 is a common extension of p0, p1 because p′ is a common
extension of p0, p1. Also, p2 cannot force, with respect to P and M , that q̇0 ⊥ q̇1 because p′ forces their
compatibility with respect to P′ and N . Therefore, there exists p ≤ p2 that forces q̇0, q̇1 compatible.

Now, let {(pα, qα) / α < δ} ∈ M a maximal antichain of P ∗ Q̇. We claim first that P forces that
{qα / pα ∈ Ġ, α < δ} is a maximal antichain in Q̇, where Ġ is a P-name of the generic subset. Indeed,
let p ∈ P be arbitrary and q̇ be a P-name for a condition in Q̇, For some α < δ, there exists a common
extension (r, ṡ) of (p, q̇), (pα, q̇α), so r forces that pα ∈ Ġ and that q̇α, ṡ are compatible.

Let (p′, q̇′) ∈ P′ ∗ Q̇′. Clearly, p′ forces (with respect to Q, N ) that {q̇α / pα ∈ Ḣ, α < δ} is a
maximal antichain in Q̇′, where Ḣ is the P′-name of its generic subset. Hence, there are α < δ and
p′′ ≤ p′ in P′ that forces pα ∈ Ḣ and q̇′ compatible with q̇α. Therefore, (p′, q̇′) is compatible with
(pα, q̇α).

2.1.3 Lemma. Let 〈P,Q,P′,Q′〉 be a correct system. Then, P′ forces that Q/PlV P Q′/P′.

Proof. Correctness implies directly that 
P′ Q/P ⊆ Q′/P′. We prove first that P′ forces that any pair
of incompatible conditions in Q/P are incompatible in Q′/P′. Let p′ ∈ P′, q0, q1 ∈ Q and q′ ∈ Q′ be
such that p′ 
P′ “q0, q1 ∈ Q/P, q′ ∈ Q′/P′ and q′ ≤ q0, q1”. We need to find a p′′ ≤ p′ in P′ which
forces that q0 and q1 are compatible in Q/P. As p′ 
P′ q′ ∈ Q′/P′, p′ is a reduction of q′. Find p ∈ P
and q ∈ Q such that q ≤ q0, q1, p is a reduction of q, p is a reduction of p′ and q is a reduction of q′.
Indeed, choose p0 ∈ P a reduction of p′. Then, as p0 is also a reduction of q′, there exists a q′′ ∈ Q′ such
that q′′ ≤ q′, p0. Then, we can find q ∈ Q a reduction of q′′ such that q ≤ q0, q1, p0. Now, find p ≤ p0

in P such that it is a reduction of q. Clearly, p and q are as desired. Now, p 
P q ∈ Q/P and, as it is a
reduction of p′, find p′′ ∈ P′ such that p′′ ≤ p, p′. Thus, p′′ 
P′ “q ∈ Q/P” and q ≤ q0, q1.

Now, let Ȧ be a P-name for a maximal antichain in Q/P. Given p′ ∈ P′ and q′ ∈ Q′ such that
p′ 
P′ q′ ∈ Q′/P′, we need to find p′′ ≤ p′ in P′ and q ∈ Q such that p′′ forces that q ∈ Ȧ and that it is
compatible with q′ in Q′/P′. Clearly, p′ is a reduction of q′, so there exists q′′ ∈ Q′ that extends both p′

and q′. Now, let q2 ∈ Q be a reduction of q′′. Hence, as Ȧ is the P-name of a maximal antichain inQ/P,
there exist q, q3 ∈ Q and p ∈ P such that q3 ≤ q, q2 and p is a reduction of q3 that forces q ∈ Ȧ. Find
q4 ∈ Q such that q4 ≤ p, q3. As q4 ≤ q2, there exists q′′′ ∈ Q′ extending q′′ and q4. Now, let p′′ ∈ P′ be
a reduction of q′′′ such that p′′ ≤ p, p′. Thus, p′′ forces that q ∈ Ȧ, q′′′ ∈ Q′/P′ and q′′′ ≤ q, q′.

2.1.4 Corollary. Let 〈P,Q,P′,Q′〉 and 〈Q,R,Q′,R′〉 be correct systems. Then, P′ forces that the
system 〈Q/P,R/P,Q′/P′,R′/P′〉 is correct with respect to V P.

Proof. By Lemma 2.1.3 we only need to prove correctness (to get, e.g., 
P Q/P l R/P, note that
〈P,Q,P,R〉 is a correct system). In V P

′
, we know thatR/P ' (Q/P)∗(R/Q) andR′/P′ ' (Q′/P′)∗

(R′/Q′) by Corollary 1.2.5. As Q/P lV P Q′/P′ and Q′/P′ forces that R/Q lV Q R′/Q′ by Lemma
2.1.3, we get the correctness we are looking for from Lemma 2.1.2.

2.1.5 Lemma (Embeddability of direct limits [Br-1], see also [Br05, Lemma 1.2]). Let I ∈ M be a
directed set, 〈Pi〉i∈I ∈M and 〈Qi〉i∈I ∈ N directed systems of posets such that
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(i) for each i ∈ I , Pi lM Qi and

(ii) whenever i ≤ j, 〈Pi,Pj ,Qi,Qj〉 is a correct system with respect to M

Then, P := limdiri∈IPi is a complete suborder of Q := limdiri∈IQi with respect to M and, for any
i ∈ I , 〈Pi,P,Qi,Q〉 is a correct system with respect to M .

Proof. Let A ∈ M be a maximal antichain of P. Let q ∈ Q, so there is some i ∈ I such that q ∈ Qi.
Work within M . Enumerate A := {pα / α < δ} for some ordinal δ and, for each α < δ, choose jα ≥ i
in I such that pα ∈ Pjα . Now, if p ∈ Pi, there is some α < δ such that p is compatible with pα in Pjα ,
so there exists p′ ≤ p which is a reduction of pα with respect to Pi,Pjα .

The previous density argument implies, in N , that q is compatible with some p ∈ Pi which is a
reduction of pα for some α < δ. By (2), p is a reduction of pα with respect to Qi,Qjα , which implies
that q is compatible with pα.

2.1.6 Lemma. Let 〈Pi〉i∈I be a directed system of posets, P its direct limit. Assume thatQ is a complete
suborder of Pi for all i ∈ I . Then, Q forces that P/Q = limdiri∈IPi/Q.

Proof. For i ∈ I , as 〈Q,Pi,Q,P〉 is a correct system, by Lemma 2.1.3Q forces that Pi/Q is a complete
suborder of P/Q. It is easy to see that Q forces that P/Q =

⋃
i∈I Pi/Q.

2.2 More on Suslin ccc posets

All the material presented in this section is due to Brendle [Br-2, Br-1] (see also [Br05]).

2.2.1 Definition ([Br05]). Let S be a Suslin ccc poset.

(1) S is correctness preserving if, given a correct system 〈P∧,P0,P1,P∨〉, the system 〈P∧ ∗ Ṡ∧,P0 ∗
Ṡ0,P1 ∗ Ṡ1,P∨ ∗ Ṡ∨〉 (with the obvious embeddings) is also correct, where each Ṡi is a Pi-name for
S.

(2) S is Suslin σ-linked if there exists a sequence {Sn}n<ω of 2-linked subsets of S such that the state-
ment “x ∈ Sn” is Σ1

1. Here, note that the statement “Sn is 2-linked” is Π1
1.

(3) S is Suslin σ-centered if there exists a sequence {Sn}n<ω of centered subsets of S such that the
statement “x ∈ Sn” is Σ1

1. Here, note that the statement “Sn is centered” is Π1
2, this because the

statement “p0, . . . , pl have a common extension in S” is Σ1
1.

According to the rules of the construction of template iterations, the Suslin ccc posets that are cor-
rectness preserving are the definable posets that can be used in such an iteration. The concepts of Suslin
σ-linked and Suslin σ-centered are useful to get ccc forcings from template iterations (see Section 2.4).
We prove that the examples of Suslin ccc posets presented in Section 1.3 are correctness preserving.
Nevertheless, it is not known an example of a Suslin ccc notion that is not correctness preserving.

2.2.2 Conjecture (Brendle). Every Suslin ccc notion is correctness preserving.

It is easy to note that B, A and LOCh are Suslin σ-linked, while C, D and E are Suslin σ-centered.
For these posets, the statement “p0, . . . , pl have a common extension” is Borel. Then, “S is centered” is
Π1

1 for any Σ1
1 subset S of such a poset.

2.2.3 Lemma. C is correctness preserving.

Proof. Clear, because P ∗ Ċ ' P× C.

2.2.4 Lemma. Let P be a complete suborder of the poset P′. Let Q̇′ be a P′-name of a poset and Q̇ a
P-name of a poset such that 
P′ Q̇ lV P Q̇′. If (p, q̇) ∈ P ∗ Q̇, (p′, q̇′) ∈ P′ ∗ Q̇′, p is a reduction of p′

and p′ 
 q̇′ ‖ q̇, then there exists a P-name q̇0 of a condition in Q̇ such that p forces, in P, that q̇0 ≤ q̇
and that, for any r ∈ Q̇ extending q̇0 there exists a p1 ≤ p′ in P′/P such that p1 
P′/P r ‖ q̇′.
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Proof. Let G be P-generic over V with p ∈ P. Work in V [G]. Let A be an antichain contained in
D := {r ∈ Q / r ≤ q and p′ 
P′/P r ⊥ q̇′} which is maximal in D. Note that A is not a maximal
antichain below q because, if so, p′ 
P′/P q ⊥ q̇′. Therefore, there exists a q0 ≤ q in Q that is
incompatible with all the members of A. Thus, any r ≤ q0 is not in D, so there is a p1 ≤ p′ in P′/P
such that p1 
P′/P r ‖ q̇′.

2.2.5 Lemma ([Br-2]). B is correctness-preserving.

Proof. Let 〈P∧,P0,P1,P∨〉 be a correct system as in the notation of Definition 2.1.1. Without loss of
generality, assume that the embeddings are the identity functions. For i ∈ I4, let Ḃi be a Pi-name for
random forcing. To prove that 〈P∧ ∗ Ḃ∧,P0 ∗ Ḃ0,P1 ∗ Ḃ1,P∨ ∗ Ḃ∨〉 is correct, it is enough to show
that, if (p0, ḃ0) ∈ P0 ∗ Ḃ0 and (p1, ḃ1) ∈ P1 ∗ Ḃ1 have a common reduction in P∧ ∗ Ḃ∧, then they
can be extended to conditions (q0, ċ0) and (q1, ċ1), respectively, such that qi 
 λ(ċi ∩ ċ∧) > 3

4λ(ċ∧)

for i = 0, 1 where λ is the Lebesgue measure for 2ω, ċ∧ is a P∧-name for a condition in Ḃ∧ and q0, q1

have a common reduction in P∧. This is so because q0, q1 will be compatible in P∨ by correctness and
ċ∨ = ċ0 ∩ ċ1 ∩ ċ∧ is forced to be, by any common extension of q0 and q1, a condition in Ḃ∨ of measure
≥ 1

2λ(ċ∧).
Let (p, ḃ) be a common reduction in P∧ ∗ Ḃ∧ of (p0, ḃ0) and (p1, ḃ1). Let (p′1, ḃ

′
1) ∈ P1 ∗ Ḃ1 be a

common extension of (p, ḃ) and (p1, ḃ1), so p′1 forces that ḃ′1 ⊆ ḃ ∩ ḃ1. Choose p′ ≤ p a reduction of p′1
in P∧.

2.2.6 Claim. There is a P∧-name ḃ∧ of a condition in Ḃ∧ such that p′ forces in P∧ that ḃ∧ ⊆ ḃ and that,
for any c ∈ Ḃ∧ extending ḃ∧, there is a condition q ≤ p′1 in P1/P∧ such that q 
P1/P∧ λ(ḃ′1 ∩ c) > 0.

Proof. Direct consequence of Lemma 2.2.4.

As (p′, ḃ∧) is a reduction of (p0, ḃ0), there is a common extension (p′0, ċ0) ∈ P0 ∗ Ḃ0. Then, p′0 

ċ0 ⊆ ḃ∧. By the Lebesgue density Theorem 1.1.5, find s ∈ 2<ω and p′′0 ≤P0 p

′
0 that forces λ(ċ0 ∩ [s]) >

3
4λ([s]). Put ḃ′′∧ = ḃ∧ ∩ [s], so p′′0 
 λ(ċ0 ∩ ḃ′′∧) > 3

4λ(ḃ′′∧).
Let p′′ ≤ p′ be a reduction of p′′0 in P∧.

2.2.7 Claim. There are P∧-names {ċn}n<ω for conditions in Ḃ∧ and {ṗn1}n>ω of conditions in P1/P∧
such that p′′ forces that {ċn}n<ω is a maximal antichain below ḃ′′∧ and, for each n < ω, ṗn1 ≤ p′1 and
forces, in P1/P∧, that λ(ḃ′1 ∩ ċn) > 3

4λ(ċn).

Proof. Let G be a P∧-generic over with p′′ ∈ G. Work in V [G]. Let c ⊆ b′′∧ in B arbitrary. By Claim
2.2.6, there is a q ≤ p′1 that forces, in P1/P∧, λ(ḃ′1 ∩ c) > 0. As in the paragraph preceding the claim,
use the Lebesgue density theorem to get c′ ⊆ c and q′ ≤ q that forces, in P1/P∧, λ(ḃ′1 ∩ c′) > 3

4λ(c′).
As c is arbitrary, there exists {cn}n<ω maximal antichain below b′′∧ such that, for any n < ω, there exists
a pn1 ≤ p′1 that forces, in P1/P∧, λ(ḃ′1 ∩ cn) > 3

4λ(cn).

Note that there is an n < ω and a common extension q0 ∈ P0 of p′′ and p′′0 such that q0 
 λ(ċ0 ∩
ċn) > 3

4λ(ċn). If it were not the case, then any common extension of p′′ and p′′0 in P0 would force
λ(ċ0 ∩ ċn) ≤ 3

4λ(ċn) for all n < ω, but this implies that λ(ċ0 ∩ ḃ′′∧) ≤ 3
4λ(ḃ′′∧), which is false because p′′0

forces the contrary. Put ċ∧ = ċn.
Let q ≤ p′′ be a reduction of q0 in P∧. As q forces that ṗn1 ≤ p′1 is in P1/P∧, there exists a q′1 ≤ p′1

in P1 and q∧ ≤ q in P∧ such that q∧ 
 q′1 = ṗn1 ∈ P1/P∧, so q∧ is a reduction of q′1. Let q1 ∈ P1

be a common extension of q∧ and q′1, so Claim 2.2.7 implies that any reduction of q1 in P∧ forces that
q1 
P1/P∧ λ(ḃ′1 ∩ ċ∧) > 3

4λ(ċ∧). Therefore, by Lemma 1.2.2, q1 
P1 λ(ḃ′1 ∩ ċ∧) > 3
4λ(ċ∧). Put

ċ1 = ḃ′1. Note also that any reduction of q1 in P∧ is also a reduction of q0, so the proof is complete.

2.2.8 Lemma ([Br-1], see also [Br05, Lemma 1.3]). D is correctness preserving.

18



Proof. Let 〈P∧,P0,P1,P∨〉 be a correct system. Assume (p0, (s0, ḟ0)) ∈ P0 ∗ Ḋ0 and (p1, (s1, ḟ1)) ∈
P1 ∗ Ḋ1 with a common reduction in P∧ ∗ Ḋ∧. Show that they are compatible in P∨ ∗ Ḋ∨. Consider
(p, (s, ḟ)) ∈ P∧ ∗ Ḋ∧ such a common reduction with |s| ≥ |s1|.

2.2.9 Claim. s1 ⊆ s and, for any t ⊇ s in ω<ω, if q ≤ p forces, in P∧, that ḟ �|t| ≤ t, then there is a
p′1 ≤ p1, q in P1 that forces ḟ1�|t| ≤ t.

As (p, (s, ḟ)) is a reduction of (p0, (s0, ḟ0)) ∈ P0 ∗ Ḋ0, let (p′0, (s
′
0, ḟ
′
0)) ∈ P0 ∗ Ḋ0 be a common

extension, so s ⊆ s′0. Let (p′, (t, ḟ ′)) ≤ (p, (s, ḟ)) be a reduction of (p′0, (s
′
0, ḟ
′
0)) in P∧ ∗ D∧ with

|s′0| ≤ |t|, so s′0 ⊆ t. By the claim, there is a p′1 ≤ p1, p
′ in P1 that forces ḟ1�|t| ≤ t. As any reduction

of p′1 in P∧ is a reduction of p′0, by correctness we get that p′0, p
′
1 are compatible in P∨. Note that any

common extension of p′0 and p′1 in P∨ forces that (s′0, ḟ
′
0) and (s1, ḟ1) are compatible.

2.2.10 Lemma. E is correctness preserving.

Proof. Imitate the proof of Lemma 2.2.8 and just replace ḟ�|t| ≤ t by ∀i∈[|s|,|t|)∀x∈Ḟ (x(i) 6= t(i)) and
ḟ1�|t| ≤ t by ∀i∈[|s1|,|t|)∀x∈Ḟ1

(x(i) 6= t(i))

2.2.11 Lemma. For h ∈ ωω non-decreasing that converges to infinite, LOCh is correctness preserving.

Proof. Same idea of the proof of Lemma 2.2.8.

2.3 Templates

We introduce Shelah’s notion of a template (in a simpler way than in the original work [S04]), which
represents the index set of a forcing iteration as defined in Section 2.4. Except for Lemmas 2.3.8 and
2.3.11, all definitions and results are, in essence, due to Shelah [S04], but for proofs we refer to [Br02].

For a linear order L := 〈L,≤L〉 and x ∈ L, denote Lx := {z ∈ L / z < x}.

2.3.1 Definition (Indexed template). An indexed template is a pair 〈L, Ī := 〈Ix〉x∈L〉 such that L is a
linear order, Ix ⊆ ℘(Lx) for all x ∈ L and

(1) ∅ ∈ Ix,

(2) Ix is closed under finite unions and intersections,

(3) if z < x then there is some A ∈ Ix such that z ∈ A.

(4) Ix ⊆ Iy if x < y, and

(5) I :=
⋃
x∈L Ix ∪ {L} is well-founded with the subset relation. Let DpI : I → On be the rank

function for this relation.

L is meant to be the index set of an iteration as in Section 2.4, which can be constructed thanks to
the well-foundedness of I. Note that properties (2) and (4) imply that I is closed under finite unions and
intersections.

If A ⊆ L and x ∈ L, define Ix �A := {A ∩X / X ∈ Ix} the trace of Ix on A. Put Ī �A :=
〈Ix �A〉x∈A and I �A :=

⋃
x∈A Ix �A ∪ {A}. Although the notation I �A has a different meaning

when I is an ideal, we change its meaning only in the context of templates (note that it may be that
I�A ( {A ∩X / X ∈ I}). For Z ⊆ A such that Z = A ∩X for some X ∈ I, let XZ = XI,Z be a set
in I of minimal rank such that Z = A ∩XZ .

2.3.2 Lemma. 〈A, Ī�A := 〈Ix�A〉x∈A〉 is an indexed template. Moreover, J := {A ∩X / X ∈ I} is
well founded and DpJ (A ∩X) ≤ DpI(X) for all X ∈ I.
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Proof. First note that, for Z,Z ′ ∈ J , Z ⊆ Z ′ iffXZ ⊆ XZ′ . Indeed, if Z ⊆ Z ′, thenA∩(XZ ∩XZ′) =
Z and XZ ∩XZ′ ∈ I. Therefore, by minimality of XZ , XZ ∩XZ′ = XZ .

The previous argument implies that J is well-founded, moreover, DpJ (Z) ≤ DpI(XZ) for all
Z ∈ J . If Z = A ∩X for X ∈ I, then DpJ (Z) ≤ DpI(XZ) ≤ DpI(X) because of the minimality of
XZ .

Also note that, if X ⊆ A ⊆ L, then (Ix�A)�X = Ix�X for any x ∈ L, (Ī �A)�X = Ī �X and
(I�A)�X = I�X .

In view of the previous lemma, for a template 〈L, Ī〉 define ΥĪ : P(L)→ ON such that ΥĪ(X) =
DpI�X(X). Although this is not a rank function (that is, increasing with respect to (), it can be used to
define an iteration along the template 〈L, Ī〉 by recursion on ΥĪ(X), this to have directly that such an
iteration can be restricted to any subset of L. When the template is understood, we just denote Υ := ΥĪ .

2.3.3 Lemma. Fix A ⊆ L. Υ := ΥĪ has the following properties.

(a) If Y ∈ I�A, then Υ(Y ) ≤ DpI�A(Y ).

(b) If X ⊆ A then Υ(X) ≤ Υ(A).

(c) Let x ∈ A. If Y ∈ Ix�A then Υ(Y ) < Υ(A).

Also, ΥĪ�A = Υ�P(A).

Proof. For X ⊆ A, put JX := {X ∩ Z / Z ∈ I�A}.

(a) Υ(Y ) ≤ DpJY (Y ) = DpJY (Y ∩ Y ) ≤ DpI�A(Y ) by Lemma 2.3.2.

(b) By Lemma 2.3.2, Υ(X) ≤ DpJX (A ∩X) ≤ DpI�A(A).

(c) By (a), Υ(Y ) ≤ DpI�A(Y ) < DpI�A(A).

For x ∈ L, define Îx := {B ⊆ Lx / B ∈ Ix�(B ∪ {x})}. This family is important at the time of the
construction of an iteration because the generic object added at stage x is generic over all the intermediate
extensions that come from any support in Îx (see the comment after Theorem 2.4.1). Note that B ∈ Îx
if and only if B ⊆ H for some H ∈ Ix. Also, (1), (2) and (3) imply that any finite subset of Lx is in Îx.

2.3.4 Example. (1) Given a linear order L, Ix = [Lx]<ω for x ∈ L form an indexed template on L.
Note that Îx = Ix and, for X ⊆ L,

Υ(X) =

{
|X| if X is finite,
ω otherwise.

(2) (Template for a fsi) Let δ be an ordinal number. Then, Iα := α + 1 = {ξ / ξ ≤ α} for α < δ form
an indexed template on δ. This is the template structure that corresponds to a fsi of length δ. Note
that Îα = P(α) and, for X ⊆ δ, Υ(X) is the order type of X .

2.3.5 Definition (Innocuous extension). Let 〈L, Ī〉 be an indexed template and θ an uncountable cardinal.

(I) An indexed template 〈L, J̄ 〉 is a θ-innocuous extension of 〈L, Ī〉 if

(1) for every x ∈ L, Ix ⊆ Jx, and

(2) for any x ∈ L, A ∈ Jx and X ⊆ A of size < θ, there exists a C ∈ Ix containing X .

If in (2) we can even find C ⊆ A, say that 〈L, J̄ 〉 is a strongly θ-innocuous extension of 〈L, Ī〉.

(II) Let 〈L′, Ī ′〉 be an indexed template such that L′ is a linear order extending L. 〈L′, Ī ′〉 is a
(strongly) θ-innocuous extension of 〈L, Ī〉 if
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(1) for every x ∈ L, I ′x�L ⊆ I ′x and

(2) 〈L, Ī ′�L〉 is a (strongly) θ-innocuous extension of 〈L, Ī〉.

The main point of this definition is that, when two iterations are defined along templates where one is
an innocuous extension of the other and where some “coherence” is ensured in the construction of both
iterations, we can get complete embeddability or equivalence between the resulting posets. The results
that express this are Corollary 2.4.8 and Lemma 2.4.9.

2.3.6 Lemma ([Br02, Lemma 1.3] Adding small sets to a template). Let 〈L, Ī〉 be an indexed template,
L0 ⊆ L. For x ∈ L, define Jx := {A ∪ (B ∩ L0) / A,B ∈ Ix}. Then, 〈L, J̄ 〉 is an indexed template
which is a θ-innocuous extension of 〈L, Ī〉 and a strongly θ-innocuous extension of 〈L0, Ī�L0〉 for any
θ. Moreover, J̄ �L0 = Ī�L0.

Proof. According to the notation in Definition 2.3.1(5), J ⊆ {A ∪ (B ∩ L0) / A,B ∈ I}, so we prove
that the set in the right hand side is well-founded. Let {Cn}n<ω be a ⊆-decreasing sequence where, for
any n < ω, Cn = An∪ (Bn∩L0) for someAn, Bn ∈ I. Without loss of generality, we may assume that
An ⊆ Bn, so {Bn ∩ L0}n<ω is a ⊆-decreasing sequence. On the other hand, with Dn =

⋂
i≤nAi ∈ I,

{Dn}n<ω is⊆-decreasing. Then, by Lemma 2.3.2, there is anN < ω such thatBn∩L0 = BN ∩L0 and
DN ⊆ An for any n ≥ N . This implies An rL0 = AN rL0, so Cn = (An rL0)∪ (Bn ∩L0) = CN .

It is clear that Jx�L0 = Ix�L0 ⊆ Jx for any x ∈ L. Also note that any member of Jx is contained
in a member of Ix. This facts imply directly the claims about innocuity.

Fix a measurable cardinal κwith a non-principal κ-complete ultrafilterD and let 〈L, Ī〉 be an indexed
template. Put L∗ := Lκ/D, which is a linear order. For x̄ = 〈xα〉α<κ/D ∈ L∗, let I∗x̄ be the family of
sets of the form Ā := [{Aα}α<κ] =

∏
α<κAα/D where {Aα}α<κ is a sequence of subsets ofL such that

Aα ∈ Ixα for D-many α. Identifying the members of L with constant functions in L∗, L∗ extends the
linear order L and Ix ⊆ I ′x := I∗x�L for all x ∈ L. For x̄ ∈ L∗, let I†x̄ =

{
Ā ∪ (B̄ ∩ L) / Ā, B̄ ∈ I∗x̄

}
.

Notice that I ′x̄ = I†x̄�L ⊆ I†x̄ for all x̄ ∈ L∗.

2.3.7 Lemma ([Br02, Lemma 2.1] Ultrapowers of templates). (a) 〈L∗, Ī∗〉 is an indexed template.

(b) 〈L, Ī ′〉 is an indexed template which is a strongly κ-innocuous extension of 〈L, Ī〉.

(c) 〈L∗, Ī†〉 is an indexed template which is a θ-innocuous extension of 〈L∗, Ī∗〉 and a strongly θ-
innocuous extension of 〈L, Ī ′〉 for any θ.

(d) 〈L∗, Ī†〉 is a strongly κ-innocuous extension of 〈L, Ī〉.

Proof. (a) Note that I∗ = {Ā / Aα ∈ I for D many α}. We show that this family is well founded.
Let {Ān}n<ω be a ⊆-decreasing sequence of sets in that family. For n < ω, let Dn = {α <
κ / An+1,α ⊆ An,α}, which is in D. By κ-completeness of D,

⋂
n<ωDn ∈ D, so {An,α}n<ω is

⊆-decreasing for D-many α. Again, by κ-completeness, there is an N < ω such that, for D-many
α, ∀n≥N (An,α = AN,α). Therefore, Ān = ĀN for n ≥ N .

(b) Lemma 2.3.2 and item (a) imply that 〈L, Ī ′〉 is an indexed template. To see strong innocuity, let
x ∈ L, Z ∈ I ′x and X ⊆ Z of size < κ. Then, Z = L∩ Ā where Ā ∈ I∗x. For y ∈ X , as y ∈ Z, the
set Dy = {α < κ / y ∈ Aα} is in D. By κ-completeness, D =

⋂
y∈X Dy ∈ D. Now, consider the

family F = {⋂α∈F Aα / F ∈ [D]<ω} ⊆ Ix. As Ix is well-founded, there is a ⊆-minimal C ∈ F ,
that is, C ⊆ Aα for all α ∈ D. Therefore,

⋂
α∈D Aα = C ∈ Ix. Clearly, X ⊆ C ⊆ Z.

(c) Consequence of Lemma 2.3.6.

(d) Immediate from (b).
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Typically, given a poset P that comes from an iteration along the template 〈L, Ī〉, its ultrapower is
(forcing equivalent to) an iteration along 〈L∗, Ī∗〉. Also, Ī† is very close to Ī∗, so there is an iteration
along 〈L∗, Ī†〉 that gives a poset which is forcing equivalent to the ultrapower of P. This procedure is
used for the inductive step of the construction of the chain of template iterations of the proof of Theorem
4.3.1. The use of Ī†, though it is used like Ī∗ to define the same iteration for Pκ/D, is preferred in order
to ease the construction of the template in the limit step.

2.3.8 Lemma. Fix θ < κ an infinite cardinal. Assume that |I�X| < θ, for all X ∈ [L]<θ. Then, for
every X̄ ∈ [L∗]<θ, |I†�X̄| < θ.

Proof. Let X̄ =
{
x̄ξ / ξ < ν

}
for some ν < θ. For α < κ let Xα :=

{
xξα / ξ < ν

}
. Then, X̄ =

[{Xα}α<κ], so any Z ∈ I†�X̄ comes from two objects of the form Ȳ = [{Yα}α<κ] where Yα ∈ I�Xα

for D-many α. But, as θ < κ and each |I �Xα| < θ, there exists ν ′ < θ such that |I �Xα| = ν ′ for
D-many α. Therefore, |I†�X̄| ≤ (ν ′)2 < θ.

Now we deal with the context of the construction of a “limit” of templates, which is relevant for the
construction of the templates corresponding to the limit step in the proof of Theorem 4.3.1.

2.3.9 Lemma ([Br02, Lemma 1.4] Adding large sets to a template). Let 〈L, Ī〉 be an indexed template
and µ an ordinal such that

(i) µ ⊆ L is cofinal in L and

(ii) for x ∈ L and α < µ such that α ≤ x, if A ∈ Ix then Lα ∩A ∈ Ix.

For x ∈ L put Jx = Ix ∪ {A ∪ Lα / α < µ, α ≤ x and A ∈ Ix}. Then, 〈L, J̄ 〉 is an indexed template.

Proof. For notational purposes, consider L−1 = ∅. Note that J = {A∪Lα / A ∈ I and α ∈ [−1, µ)}.
Let {Bn}n<ω be a ⊆-decreasing sequence in J , where Bn = An ∪ Lαn for some An ∈ I and αn ∈
[−1, µ). Let αN be the minimal of {αn / n < ω}, so we may assumeN = 0 and also thatB0 6= L. Note
that Bn =

⋂
k≤nBk = Lα0 ∪ Cn where Cn =

⋃{⋂k≤nX
f(k)
k / f ∈ 2n+1, f(0) = 0} with X0

k = Ak
and X1

k = Lαk . Note that {Cn}n<ω is a decreasing sequence in I, so there is an n0 < ω such that
Cn = Cn0 for all n ≥ n0, so also Bn = Bn0 .

Fix an uncountable cardinal θ and consider a chain of indexed templates
{
〈Lα, Īα〉

}
α<δ

such that,
for α < β < δ, 〈Lβ, Īβ〉 is a strongly θ-innocuous extension of 〈Lα, Īα〉. Moreover, assume that there
is an ordinal µ ⊆ L0 such that, for all α < δ,

(i) µ is cofinal in Lα and

(ii) Lαξ ∈ Iαξ for all ξ ∈ µ.

Define Lδ :=
⋃
α<δ L

α and, for x ∈ Lδ, let Ix :=
⋃
α∈[αx,δ)

Iαx where αx is the least α such that

x ∈ Lα. Also, put Jx := Ix ∪
{
Lδξ ∪A / ξ ∈ µ , ξ ≤ x and A ∈ Ix}.

2.3.10 Lemma ([Br02, Lemma 1.8] Chains of templates). (a) 〈Lδ, Ī〉 is an indexed template which is a
strongly θ-innocuous extension of 〈Lα, Īα〉 for all α < δ.

(b) 〈Lδ, J̄ 〉 is an indexed template which is a strongly θ-innocuous extension of 〈Lα, Īα〉 for all α < δ.
Moreover, if cf(δ) ≥ θ, then 〈Lδ, J̄ 〉 is a strongly θ-innocuous extension of 〈Lδ, Ī〉.

Proof. (a) Assume, by the contrary, that {Bn}n<ω is an strictly ⊆-decreasing sequence in Iδ. Choose
{αn}n<ω ⊆ δ increasing such that Bn ∈ Iαn , so Bn ∈ Iαn�Lα0 . Choose xn ∈ Bn r Bn+1 and
put Xn = {xm / m ≥ n}. As Xn ⊆ Bn is countable, by strong innocuity find Cn ∈ Iα0 such that
Xn ⊆ Cn ⊆ Bn. Put Dn =

⋂
i≤nCi ∈ Iα0 . Note that, xn ∈ Dn rDn+1, so {Dn}n<ω is strictly

⊆-decreasing in the well-founded Iα0 , a contradiction.
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(b) Consequence of Lemma 2.3.9. Strong innocuity is easy to prove.

Note that properties (i) and (ii) also hold for the template 〈Lδ, J̄ 〉, but (ii) may not hold for 〈Lδ, Ī〉.
Although, in many cases, both templates lead to equivalent template iteration constructions when cf(δ) ≥
θ, J̄ is preferred over Ī because of property (ii).

As Lemma 2.3.8, the following result states that, in the resulting template, it is preserved the property
of having small templates when restricting to a small set.

2.3.11 Lemma. Assume that ν ≤ θ is a regular cardinal and that, for each α < δ and X ∈ [Lα]<ν ,
|Iα�X| < ν. Then, |I�X| < ν and |J �X| < ν for any X ∈ [Lδ]<ν .

Proof. If cf(δ) < ν, choose an increasing cofinal sequence {αη}η<cf(δ) for δ and note that (I �X) r
{X} ⊆ ⋃η<cf(δ) Iαη �(X ∩ Lαη) for any X ⊆ Lδ, so it has size < ν when X does. In the case that
cf(δ) ≥ ν, if X ∈ [Lδ]<ν , there exists an α < δ such that X ⊆ Lα. We claim that I�X = Iα�X . If
Z ∈ I�X , then Z = X ∈ Iα�X or Z = X ∩ H for some H ∈ Iβξ with ξ ∈ µ and α < β < δ. As
|Z| < ν, by strong θ-innocuity, we can find a C ∈ Iαξ such that Z ⊆ C ⊆ H , so Z = C ∩X ∈ Iα�X .

For the case of J , note that
{
Lδξ ∩X / ξ ≤ µ

}
has size ≤ |X|. As, for any X ⊆ Lδ, J �X = I�

X ∪
{

(Lδξ ∩X) ∪ Z / ξ < µ and Z ∈ I�X}, then it has size < ν when X does.

2.4 Template iterations

We present the theory of template iterations for non-definable posets. Although this approach is general,
the proofs of the criteria of construction of the iterations and ccc-ness are not different from those in
[Br05], actually, our presentation is based on this reference. With some generality, we can say that the
original version of template iterations with definable forcing (in [S04]) corresponds to Example 2.4.3
with LC = ∅.

The original idea of a construction of an iteration along a template 〈L, Ī〉 is to define, by recursion
on A ∈ I, the poset P�A that represents the iteration defined on the support A. Later, as 〈Z, Ī�Z〉 is also
a template for any Z ⊆ L, P�Z, the iteration defined on the support Z, can also be defined. However,
in this dissertation, we use the function ΥĪ (defined in Section 2.3) to prove that we can directly define
P�Z for all Z ⊆ L.

Like a finite support iteration, we consider names of posets with which we force at a stage x ∈ L,
but for this we also need a support, say, if B ∈ Îx, Q̇Bx is a P�B-name of a poset (given by reals) that
we use to get P�(B ∪ {x}) ' P�B ∗ Q̇Bx . As these names for posets depend on some support, we need
some additional properties to get a well defined iteration. All these conditions and properties for this
construction are explained in the following result.

2.4.1 Theorem (Iteration along a template). Given a template 〈L, Ī〉, a partial orderP�A can be defined
by recursion on α = Υ(A) for all A ⊆ L, this with the following conditions and properties.

(1) For x ∈ L and B ∈ Îx, Q̇Bx is a P�B-name of a poset given by reals. The following conditions
should hold.

(i) If E ⊆ B and P�E is a complete suborder of P�B, then 
P�B Q̇Ex lV P�E Q̇Bx .

(ii) IfE ∈ Îx,P�(B∩E) is a complete suborder of bothP�B andP�E, and q̇ is aP�(B∩E)-name
for a real such that 
P�E q̇ ∈ Q̇Ex and 
P�B q̇ ∈ Q̇Bx , then 
P�(B∩E) q̇ ∈ Q̇B∩Ex .

(iii) If B′, D ⊆ B and 〈P � (B′ ∩ D),P �B′,P �D,P �B〉 is a correct system, then the system
〈P�(B′ ∩D) ∗ Q̇B′∩Dx ,P�B′ ∗ Q̇B′x ,P�D ∗ Q̇Dx ,P�B ∗ Q̇Bx 〉 is correct.

(2) The partial order P�A is defined as:
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(i) P�A consists of all finite partial functions p with domain contained in A such that p = ∅ or, if
|p| > 0 and x = max(domp), then there exists a B ∈ Ix�A such that p�Lx ∈ P�B and p(x) is
a P�B-name for a condition in Q̇Bx .

(ii) The ordering on P�A is given by: q ≤A p if domp ⊆ domq and either p = ∅ or, when p 6= 0
and x = max(domq), there is a B ∈ Ix�A such that q�Lx ∈ P�B and, either x /∈ domp,
p ∈ P�B and q�Lx ≤B p, or x ∈ domp, p�Lx ∈ P�B, q�Lx ≤B p�Lx and p(x), q(x) are
P�B-names for conditions in Q̇Bx such that q�Lx 
P�B q(x) ≤ p(x).

Within this recursion, the following properties are proved.

(a) If p ∈ P�A, x ∈ A and max(domp) < x, then there exists a B ∈ Ix�A such that p ∈ P�B.

(b) For D ⊆ A, P�D ⊆ P�A and, for p, q ∈ P�D, q ≤D p iff q ≤A p.

(c) P�A is a poset.

(d) P�A is obtained from some posets of the form P�B with B ( A in the following way:

(i) If x = max(A) exists and Ax := A ∩ Lx ∈ Îx, then P�A = P�Ax ∗ Q̇Axx .

(ii) If x = max(A) but Ax /∈ Îx, then P�A is the direct limit of the P�B where B ⊆ A and
B ∩ Lx ∈ Ix�A.

(iii) IfA does not have a maximum element, thenP�A is the direct limit of theP�B whereB ∈ Ix�A
for some x ∈ A (in the case A = ∅, it is clear that P�A = 1).

(e) If D ⊆ A, then P�D is a complete suborder of P�A.

(f) If D ⊆ L then P�(A ∩D) = P�A ∩ P�D.

(g) If D,A′ ⊆ A then 〈P�(A′ ∩D),P�A′,P�D,P�A〉 is a correct system.

Proof. By just changing certain notation, the proof follows the same lines as [Br05, Thm. 2.2]. Note
that Lemma 2.3.3 guaranties that the definition in (2) can be done recursively by the function Υ.

(a) Denote z := max(domp). By (2)(i), there is an E ∈ Iz �A such that p�Lz ∈ P�E and p(z) is a
P�E-name for a condition in Q̇Ez . By Definition 2.3.1 and Lemma 2.3.2, there is some B ∈ IxA
such that z ∈ B. Without loss of generality, we may assume that E ∈ IzB (as E = A ∩ H and
B = A ∩H ′ for some H ∈ Iz and H ′ ∈ Ix, just redefine B as A ∩ (H ∪H ′)). Thus, p ∈ P�B.

(b) Let p ∈ P�D and assume that p 6= ∅, so let x = max(domp). By (2), there is an E ∈ Ix�D such
that p�Lx ∈ P�E and p(x) is a P�E-name for a condition in Q̇Ex . Also, there exists an H ∈ Ix such
that E = D ∩ H . Put B := A ∩ H ∈ Ix�A. As E ⊆ B and Υ(B) < Υ(A) (see Lemma 2.3.3),
by induction hypothesis and (e), we have that P�E is a complete suborder of P�B, so p�Lx ∈ P�B.
Moreover, by (1)(i), p(x) is a P�B-name for a condition in Q̇Bx , so p ∈ P�A.

Now, fix p, q ∈ P�D. Assume that q ≤D p and x = max(domp) = max(domq). By (2)(ii), there
exists an E ∈ Ix�D such that p�Lx, q�Lx ∈ P�E, q�Lx ≤E p�Lx, p(x) and q(x) are P�E-names
for conditions in Q̇Ex such that q�Lx 
P�E q(x) ≤Q̇Ex p(x). Also, there is an H ∈ Ix such that
E = D ∩ H . Put B = A ∩ H so, by induction hypothesis, q�Lx ≤B p�Lx, p(x) and q(x) are
P�B-names for conditions in Q̇Bx and q �Lx 
P�B q(x) ≤Q̇Bx p(x). Clearly, q ≤A p. The case
max(domp) < max(domq) is treated similarly.

To prove the converse, assume q ≤A p and x = max(domp) = max(domq). p, q ∈ P�D implies
that there is an E ∈ Ix�D such that p�Lx, q�Lx ∈ P�E and p(x) and q(x) are P�E-names for
conditions in Q̇Ex (here, induction hypothesis and (e) are used). On the other hand, q ≤A p implies
that there is a B ∈ Ix�A such that the statement in (2)(ii) holds. Without loss of generality, we may
assume that E ⊆ B (there are H,H ′ ∈ Ix such that E = D ∩H and B = A ∩H ′, so just redefine
B as A ∩ (H ∪H ′)). By induction hypothesis, q�Lx ≤E p�Lx and q�Lx 
P�E q(x) ≤Q̇Ex p(x), so
q ≤E p. The case max(domp) < max(domq) is treated similarly, but it requires (a).
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(c) Reflexivity of ≤A is easy by the induction hypothesis, so we prove transitivity. Let p, q, r ∈ P�A be
such that r ≤A q and q ≤A p. Assume that x = max(domp) = max(domq) = max(domr) (the
other cases are treated similarly). We can find a B ∈ Ix�A such that p�Lx, q�Lx, r�Lx ∈ P�B,
r�Lx ≤B q�Lx, q�Lx ≤B p�Lx and p(x), q(x), r(x) are P�B-names for conditions in Q̇Bx such
that r�Lx 
P�B r(x) ≤ q(x) and q�Lx 
P�B q(x) ≤ p(x). By induction hypothesis, it is clear that
r�Lx ≤B p�Lx and r�Lx 
P�B r(x) ≤ p(x).

(d) (i) It is enough to show that the set {p ∈ P�A / x = max(domp) and p�Lx ∈ P�Ax} is dense
in P�A. Let p ∈ P�A. If either p = ∅ or max(domp) < x then, by (a), p ∈ P�B for some
B ∈ IxA, so p ∈ P�Ax and p̂〈1

Q̇
Ax
x
〉 ≤A p. On the other hand, if max(domp) = x, then it is

clear that p�Lx ∈ P�Ax.

(ii) Let p ∈ P �A. If either p = ∅ or max(domp) < x then there is a B ∈ Ix �A such that
p ∈ P �B (by (a)), so assume that max(domp) = x. There is an E ∈ Ix �A such that
p�Lx ∈ P�E and p(x) is a P�E-name for a condition in Q̇Ex . Put B := E ∪ {x}. It is
clear that B ∩ Lx = E ∈ Ix�B and that p ∈ P�B. On the other hand, by the previous case,
{P�B / B ⊆ A and B ∩ Lx ∈ Ix�A} is a directed system of posets, so P�A is its direct limit.

(iii) Let p ∈ P�A and y = max(domp). As there is some x ∈ A above y, there is some B ∈ Ix�A
such that p ∈ P�B by (a). On the other hand, by induction hypothesis, {P�B / ∃x∈A(B ∈ Ix�
A)} is a directed system of posets, so P�A is its direct limit.

(e) We argue by cases from (d) for A.

(i) If x /∈ D then D ⊆ Ax. By induction hypothesis (as Υ(Ax) < Υ(A)), P�D is a complete
suborder of P�Ax. It is clear that P�Ax is a complete suborder of P�A. Assume x ∈ D
otherwise. Note that Dx := D ∩ Lx ∈ Îx, so P�Dx is a complete suborder of P�Ax. Then, by
(1)(i), Lemma 2.1.2 and (d)(i), it is clear that P�D is a complete suborder of P�A.

(ii) We proceed by the following cases.

• Dx := D ∩ Lx ∈ Îx. Then, there is some Bx ∈ Ix�A such that Dx = D ∩ Bx. Put
B := Bx ∪ {x}. As in the previous case, P�D is a complete suborder of P�B and the
latter is a complete suborder of P�A by (d)(ii).
• Dx /∈ Îx. We first assume that x ∈ D. Then, P�D = limdirE∈DP�E where D :=
{E ⊆ D / E ∩ Lx ∈ Ix �D}. Clearly, D = {B ∩ D / B ∈ A} where A := {B ⊆
A / B ∩ Lx ∈ Ix �A} and, for each B,B′ ∈ A, if B ⊆ B′, 〈P� (B ∩ D ∩ Lx),P�
(B′ ∩D ∩ Lx),P�(B ∩ Lx),P�(B′ ∩ Lx))〉 is a correct system by induction hypothesis
and (g), so 〈P�(B∩D,P�(B′∩D),P�B,P�B′)〉 is a correct system by (1)(iii). Therefore,
by Lemma 2.1.5, P�D is a complete suborder of P�A.
Now, we assume that x /∈ D. Dx /∈ Îx implies that, whenever D has a maximum z,
Dz := D ∩ Lz /∈ Îz , so P�D is described as a direct limit from (d)(ii) or (iii). In either
case, P�D = limdirB∈AP�B ∩ D (the system of posets is directed because of inductive
hypothesis and case (i)), so, as in the previous argument, P�D is a complete suborder of
P�A.

(iii) If D ∈ Îx for some x ∈ A, we can find some B ∈ Ix �A such that D ⊆ B, so P�D is a
complete suborder of P�B (by induction hypothesis) and, by (d)(iii), it is clear that the latter is
a complete suborder of P�A. So assume that D /∈ Îx for any x ∈ A. Again, as in the previous
paragraph, P�D = limdirB∈AP�B ∩D with A := {B ⊆ A / ∃x∈A(B ∈ Ix�A)}, so Lemma
2.1.5 implies that P�D is a complete suborder of P�A.

(f) We prove the statement for allD ⊆ Lwith Υ(D) ≤ α. By (b), it is clear thatP�(A∩D) ⊆ P�A∩P�
D. To prove the converse contention, assume p ∈ P�A ∩ P�D with x = max(domp). Then, there
are B ∈ Ix�A and E ∈ Ix�D such that p�Lx ∈ P�B ∩P�E and p(x) is a P�B-name for a condition
in Q̇Bx as well as a P�E-name for a condition in Q̇Ex . Without loss of generality, we may assume that
B ∩ E ∈ Ix�(A ∩D). By induction hypothesis, as Υ(B),Υ(E) < α, P�(B ∩ E) = P�B ∩ P�E,
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so p�Lx ∈ P�(B ∩ E). Clearly, p(x) is a P�(B ∩ E)-name for a real. Thus, by (1)(ii), p(x) is a
P�(B ∩ E)-name for a condition in Q̇B∩Ex .

(g) We split into cases according to (d) for A.

(i) Here, A′x := A′ ∩ Lx and Dx := D ∩ Lx are subsets of Ax, so they are in Î. By induction
hypothesis, 〈P�(A′ ∩D ∩ Lx),P�A′x,P�Dx,P�Ax〉 is a correct system, so the result follows
(do cases for x being in A′ or in D and use (1)(iii) for the case x ∈ A′ ∩D).

(ii) Let p ∈ P�A′ and r ∈ P�(A′ ∩ D) a reduction of p. We first assume that Dx ∈ Î. Find
B ∈ A := {B ⊆ A / B ∩ Lx ∈ Ix�A} such that D ⊆ B and p ∈ P�B (by (d)(ii)). Put
B′ := A′ ∩B, so p ∈ P�B′ by (f) and, as A′ ∩D = B′ ∩D, r is a reduction of p with respect
to P�(A′ ∩D),P�B′. On the other hand, by the previous case, 〈P�(A′ ∩D),P�B′,P�D,P�B〉
is a correct system, so r is a reduction of p with respect to P�D,P�B. Thus, this is also with
respect to P�D,P�A.
Now, assume that Dx /∈ Î, so P�D = limdirB∈AP�(B ∩D) (like in the proof of (e)). Choose
B ∈ A such that p ∈ P�B and r ∈ P�(B ∩ D). Put B′ = A′ ∩ B. As before, we have
that p ∈ P�B′, r ∈ P�(B′ ∩ D) and 〈P�(B′ ∩ D),P�B′,P�(B ∩ D),P�B〉 is a correct
system. Clearly, r is a reduction of p with respect to P�(B′ ∩ D),P�B′ and, by correctness,
the same with respect to P�(B ∩ D),P�B. We claim that r is a reduction of p with respect
to P�D,P�A. Indeed, if q ≤D r, find B1 ∈ A containing B such that q ∈ P�(B1 ∩ D).
The system 〈P�(B ∩ D),P�B,P�(B1 ∩ D),P�B1〉 is also correct, which implies that r is a
reduction of p with respect to P�(B1 ∩D),P�B1, so q is compatible with p in P�B1 (and so in
P�A).

(iii) By doing cases on whether ∃x∈A(D ∈ Ix�A) or not, a similar argument as before (using facts
from the proof of (e) as well) works.

Condition (1), particularly item (ii), implies that, when we step into the generic extension of P�L,
the generic object added at stage x is generic over the intermediate extension by P�B for any B ∈ Îx.
In general, as Lx may not belong to Îx (that is, to Ix), this object added at stage x need not be generic
over the intermediate extension by P�Lx or over the extension for any subset of Lx that is not in Îx.

The following examples present the types of template iterations that are used in our applications in
Chapter 4.

2.4.2 Example (Fsi in terms of a template iteration). Let δ be an ordinal and consider the template Ī
defined in Example 2.3.4(2). An iteration along 〈δ, Ī〉 defined as in Theorem 2.4.1 is equivalent to the
fsi 〈P�α, Q̇αα〉α<δ. Unlike a generic fsi, this iteration has the feature that it can be restricted to any subset
of δ. To be more precise, if X ⊆ δ, then P�X is equivalent to the fsi 〈P�(X ∩ α), Q̇X∩αα 〉α∈X that is a
complete suborder of P�δ. Recall that, for any α < δ, Îα = P(α), so the generic object added at stage
α is generic over the intermediate extension by P�X for any X ⊆ α.

Of course, the proof of Theorem 2.4.1 is much simpler for this template, for it is enough to have
the conditions in (1) and prove, by induction on α ≤ δ, that P�X is defined for any X ⊆ α and that
properties (a)-(g) hold (notice that, in the case of the proof, by recursion on α ≤ δ, P�X is defined for
all X of order type α).

2.4.3 Example. Let L = LS ∪ LC be a disjoint union. For x ∈ L define the orders Q̇Bx for B ∈ Îx
according to one of the following cases.

(i) If x ∈ LS , Q̇Bx is a P�B-name for SV
P�B

x , where Sx is a fixed Suslin correctness-preserving ccc
poset coded in the ground model.
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(ii) If x ∈ LC , for a fixed Cx ∈ Îx and a P�Cx-name Q̇x for a poset given by reals,

Q̇Bx =

{
Q̇x if Cx ⊆ B
1̇ otherwise.

It is a straightforward calculation to see that the properties stated in (1) of Theorem 2.4.1 hold, so the
template iteration can be defined.

The following result is about complete embeddability between two template iterations. Although it
is stated in a general way, Corollary 2.4.8 presents a particular case corresponding to what we need for
our applications.

2.4.4 Theorem (Complete embeddability of template iterations). Let L be a linear order, Ī and J̄
templates on L such that Ix ⊆ Jx for all x ∈ L. Consider two template iterations P � 〈L, Ī〉 and
P̌�〈L, J̄ 〉 such that the following conditions hold.

(1) For x ∈ L and B ∈ Îx, if P�B is a complete suborder of P̌�B, then 
P̌�B Q̇
B
x lV P�B

˙̌QBx .

(2) Whenever B ∈ Îx, A ⊆ B and 〈P �A, P̌ �A,P �B, P̌ �B〉 is a correct system, then the system
〈P�A ∗ Q̇Ax , P̌�A ∗ ˙̌QAx ,P�B ∗ Q̇Bx , P̌�B ∗ ˙̌QBx 〉 is correct.

(3) For B ⊆ L, x ∈ B, if C ∈ Jx�B and p ∈ P̌�C, then there exists an A ∈ Ix�B such that p ∈ P̌�A.

(4) For B ⊆ L, x ∈ B, if C ∈ Jx�B and q̇ is a P̌�C-name for a condition in ˙̌QCx , then there exists an
A ∈ Ix�B such that q̇ is a P̌�A-name for a condition in ˙̌QAx .

Then, the following hold for each B ⊆ L.

(a) P�B is a complete suborder of P̌�B.

(b) If A ⊆ B, then 〈P�A, P̌�A,P�B, P̌�B〉 is a correct system.

Proof. We proceed by induction on ΥĪ(B). The non-trivial case is whenB 6= ∅. According to Theorem
2.4.1, consider the following cases:

(i) Case x = max(B) and Bx = B ∩ Lx ∈ Îx. Then, P�B = P�Bx ∗ Q̇Bxx and P̌�B = P̌�Bx ∗ ˙̌QBxx .
Then, by induction hypothesis, (1) and Lemma 2.1.2, P�B is a complete suborder of P̌�B. This
gives (a).
For (b), if x ∈ A, note that Ax = A ∩ Lx ∈ Îx. By inductive hypothesis, 〈P�Ax,P�Bx, P̌�Ax, P̌�
Bx〉 is a correct system, so 〈P�A,P�B, P̌�A, P̌�B〉 is a correct system by (2). The conclusion is
simpler when x /∈ A.

(ii) Case x = max(B) and Bx /∈ Îx. Then, with B := {B′ ⊆ B / B′ ∩ Lx ∈ Ix�B}, P �B =
limdirB′∈BP�B′. By induction hypothesis and Lemma 2.1.5, it is enough to prove that P̌�B =
limdirB′∈BP̌�B′ to see that P�B is a complete suborder of P̌�B. If p ∈ P̌�B, then, in the case that
x = max(dom(p)), there exists an A′ ∈ Jx�B such that p�Lx ∈ P̌�A′ and p(x) is a P̌�A′-name
for a condition in ˙̌QA

′
x . By (3) and (4), we can find C ∈ Ix �B such that p �Lx ∈ P̌ �C and

p(x) is a P̌�C-name for a condition in ˙̌QCx , so p ∈ P̌�(C ∪ {x}) with C ∪ {x} ∈ B. The case
max(dom(p)) < x is treated in a similar way.
For (b), let A ⊆ B and p ∈ P�A which is a reduction of q ∈ P�B and prove that p is a reduction of
q with respect to the posets P̌�A and P̌�B. Find B′ ∈ B such that p, q ∈ P�B′. Put A′ = A ∩ B′,
so p ∈ P�A′. It is easy to notice that p is a reduction of q with respect to the posets P�A′ and P�B′

so, by induction hypothesis, p is a reduction of q with respect to the posets P̌�A′ and P̌�B′. As
〈P̌�A′, P̌�A, P̌�B′, P̌�B〉 is a correct system, our claim is proved.

27



(iii) Case B does not have a maximum element. Then, P � B = limdirB′∈B′P � B′ where B′ :=
{B′ ⊆ B / ∃x∈B(B′ ∈ Ix�B)}. Like in the previous case, (3) and (4) imply P̌�B = limdirB′∈BP̌�
B′. Then, by Lemma 2.1.5, P�B is a complete suborder of P̌�B. The argument for (b) is very
similar to the one of the previous case.

For our applications, we are interested in template iterations that produce ccc posets. The following
result presents some conditions for this.

2.4.5 Lemma (Ccc-ness of template iterations). Consider an indexed template 〈L, I〉 and P�L a corre-
sponding template iteration such that the following conditions hold.

(i) For any x ∈ L and B ∈ Îx there are P�B-names 〈Q̇Bn,x〉n<ω witnessing that Q̇Bx is σ-linked and

(ii) if D ⊆ B then 
P�B Q̇Dn,x ⊆ Q̇Bn,x for all n < ω.

Then, P�L has the Knaster condition.

Proof. The idea is the same as the proof of [Br05, Lemma 2.3]. By induction on Υ(A) it is easy to prove
that any p ∈ P�A can be extended to a q ∈ P�A such that there is a function fq : domq → ω and, for
any x ∈ domq, there is a B ∈ Ix�A such that q�Lx ∈ P�B and q�Lx 
 q(x) ∈ Q̇Bfq(x),x.

We prove that, whenever p, q ∈ P�A are as above and fp and fq are compatible functions, then p and
q are compatible conditions. Enumerate domp ∪ domq = {xk / k < m} in increasing order. Construct
conditions rk and sets Bk for k ≤ m such that

• Bk ∈ Ixk+1
�Bk+1 for k < m, Bm = A,

• domrk = {xj / j < k} and p�Lxk , q�Lxk , rk ∈ P�Bk, (for k = m, p�Lxm = p, likewise for q),

• rk ≤ p�Lxk , q�Lxk and

• for all k < m, rk+1�Lxk = rk, rk forces, in P�Bk, that rk+1(xk) extends both p(xk) and q(xk)
(when they exist). Also, p�Lxk forces p(xk) ∈ Q̇Bkfp(xk),xk

and q�Lxk forces q(xk) ∈ Q̇Bkfq(xk),xk

〈Bk〉k≤m is constructed by regressive recursion on k ≤ m such that p�Lxk forces p(xk) ∈ Q̇Bkfp(xk),xk

and q�Lxk forces q(xk) ∈ Q̇Bkfq(xk),xk
. Construct rk by recursion on k ≤ m. Put r0 = ∅. Assume we

have constructed rk (k < m). If xk ∈ dompr domq, put rk+1 = rk̂〈p(xk)〉xk ; if xk ∈ domq r domp,
put rk+1 = rk̂〈q(xk)〉xk ; otherwise, if xk ∈ domp ∩ domq, p�Lxk , q�Lxk , rk ∈ P�Bk, p�Lxk forces
p(x) ∈ Q̇Bknk,xk and q�Lxk forces q(x) ∈ Q̇Bknk,xk where n = fp(xk) = fq(xk). As rk extends both p�Lxk
and q�Lxk , it forces that p(xk) and q(xk) are compatible in Q̇Bxk , so let rk+1(xk) be a P�Bk-name of a
common extension.

A typical delta-system argument and the previous facts imply thatP�A has the Knaster condition.

For this lemma, if the template 〈L, I〉 is as in Example 2.3.4(2), to obtain that P �L has the ccc
conditions (i) and (ii) can be replaced by 
P�B “Q̇Bx has the ccc” for any x ∈ L and B ∈ Îx. The reason
of this, as explained in Example 2.4.2, is that P�X is a fsi for any X ⊆ L.

2.4.6 Corollary ([Br05, Lemmas 2.3, 2.4]). Any template iteration defined as in Example 2.4.3 where
LC = ∅ and where only Suslin σ-linked correctness-preserving posets are involved satisfies the Knaster
condition. Moreover, any condition and any name of a real for this template iteration poset has a support
of countable size, that is, if A ⊆ L, p ∈ P�A and ẋ is a P�A-name for a real, then there exists a
C ∈ [A]≤ω such that p ∈ P�C and ẋ is a P�C-name.

The last assertion of the preceding corollary follows from the next result. In contrast with this, when
we consider iterations as in Example 2.4.3 with LC 6= ∅, it is not possible to guarantee that the supports
of a condition or of a name for a real have countable size.
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2.4.7 Lemma (Small support for ccc template iterations). Fix θ a cardinal with uncountable cofinality.
Consider a template iteration defined as in Example 2.4.3 where

• for x ∈ LS , Sx is a Suslin σ-linked correctness-preserving forcing notion and

• for x ∈ LC , Q̇x is a P�Cx-name for a σ-linked poset of reals such that each linked component
contains the trivial condition, and |Cx| < θ.

Then, for each A ⊆ L, P�A has the Knaster condition and each condition and name of a real for this
poset has a support of size < θ contained in A.

Proof. The Knaster condition follows from Lemma 2.4.5. This proof is based in [Br05, Lemma 2.4].
Proceed by induction on Υ(A), let p ∈ P�A and x = max(domp). There exists a B ∈ Ix�A such that
p�Lx ∈ P�B and p(x) is a P�B-name for a condition in Q̇Bx . By induction hypothesis, there exists
D ⊆ B of size < θ such that p ∈ P�D and p(x) is a P�D-name for a real. If x ∈ LS , then clearly p(x)
is a name for a condition in Q̇Dx = Ṡx, so p ∈ P�(D ∪ {x}). When x ∈ LC , if Cx 6⊆ B then p(x) will
be the trivial condition, so that p ∈ P�(D ∪ {x}). Else, if Cx ⊆ B, we may assume Cx ⊆ D, so p(x) is
a P�D-name for a condition in Q̇Bx = Q̇x. Then, p ∈ P�(D ∪ {x}).

Now, if ẋ is a P�A-name for a real, note that it can be determined by countably many conditions
〈rn〉n<ω in P�A. As each rn has a support of size < θ and θ has uncountable cofinality, we can find
X ⊆ A of size < θ such that rn ∈ P�X for all n < ω. This implies that ẋ is a P�X-name.

The following is a consequence of Theorem 2.4.4 that fits for the purposes of our applications. Al-
though this type of results was considered originally to get only forcing equivalence, we need to extend
to cases where we can get complete embeddability, fact that is needed in order to deal with the limit steps
of small cofinality in the proof of Theorem 4.3.1.

2.4.8 Corollary (Complete embeddability of template iterations, particular case). Let θ be a cardinal
with uncountable cofinality, L a linear order, Ī and J̄ templates on L such that 〈L, J̄ 〉 is a θ-innocuous
extension of 〈L, Ī〉. Consider two template iterations P�〈L, Ī〉 and P̌�〈L, J̄ 〉 defined with the conditions
of Lemma 2.4.7, such that

(0’) The same LS and LC are considered for both iterations.

(1’) For x ∈ LS , the same Suslin forcing Sx is considered for both template iterations.

(2’) For x ∈ LC either Čx = Cx and ˙̌Qx = Q̇x, or Cx = ∅ and Q̇x is the trivial forcing.

Then, the following hold for each B ⊆ L.

(a) P�B is a complete suborder of P̌�B.

(b) If A ⊆ B, then 〈P�A, P̌�A,P�B, P̌�B〉 is a correct system.

Proof. It is enough to prove conditions (1)-(4) of Theorem 2.4.4.

(1) Straightforward from (0’), (1’) and (2’).

(2) For x ∈ LS , the result follows because Sx is a correctness-preserving Suslin ccc notion. For x ∈ LC ,
it is straightforward from (2’).

(3) Let B ⊆ L, x ∈ B, C ∈ Jx�B and p ∈ P̌�C. By Lemma 2.4.7, there exists K ⊆ C such that
p ∈ P̌�K and |K| < θ. Then, by θ-innocuity, there exists H ∈ Ix such that K ⊆ H , so K ⊆ A and
p ∈ P̌�A, where A := B ∩H ∈ Ix�B.
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(4) Let B ⊆ L, x ∈ B, C ∈ Jx�B and q̇ a P̌�C-name for a condition in ˙̌QCx . A similar argument as
before works with Lemma 2.4.7. It is clear for x ∈ LS , so assume x ∈ LC . If Čx ⊆ C, find K ⊆ C
such that q̇ is a P̌�K-name for a real, |K| < θ and Čx ⊆ K. Then, q̇ is a P̌�K-name for a condition
in ˙̌Qx so, by θ-innocuity, find an A ∈ Ix�B containing K, so that q̇ is a P̌�A-name for a condition in
˙̌Qx. The case Čx * C is simpler because q̇ is a P̌�C-name for the trivial condition.

We conclude this section with a version of a known result of forcing equivalence for the template
iterations of Lemma 2.4.7.

2.4.9 Lemma (Forcing equivalence between template iterations, analog to [Br02, Lemma 1.7]). Assume
that 〈L, J̄ 〉 is a θ-innocuous extension of 〈L, Ī〉. Consider P�〈L, Ī〉 and P̌�〈L, J̄ 〉 template iterations
satisfying the hypothesis in Corollary 2.4.8, but in (2’) always assume that Čx = Cx and ˙̌Qx = Q̇x.
Then, there exists a dense embedding F : P̌�L→ P�L.

Proof. Proceed like in the proof of [Br02, Lemma 1.7]. By recursion on ΥJ̄ (B), construct FB : P̌�B →
P�B such that

(1) FB is a dense embedding and

(2) FB ⊆ FB′ whenever B,B′ ∈ J and B ⊆ B′.

Let p ∈ P̌�B. If p = ∅, put FB(∅) = ∅, so assume that p 6= ∅. Let x := max(domp) and find
B̄ ∈ Jx �B such that p�Lx ∈ P̌� B̄ and p(x) is a P̌� B̄-name for a condition in ˙̌QB̄x . Consider the
following cases.

(i) x ∈ LS . By hypothesis, there exists an Ā ⊆ B̄ of size < θ such that p�Lx ∈ P̌�Ā and p(x) is a
P̌�Ā-name for a condition in SV

P̌�Ā

x . By innocuity, there exists a C̄ ∈ Ix�B ⊆ Jx�B containing
Ā, so p�Lx ∈ P̌�C̄ and p(x) is a P̌�C̄-name for a condition in SV

P̌�C̄

x . As ΥJ̄ (C̄) < ΥJ̄ (B),
the embedding FC̄ has already been defined. So let FB(p) := FC̄(p�Lx)̂〈p0(x)〉x where p0(x) is
the P�C̄-name associated to p(x) with respect to the embedding FC̄ . Notice that, because of (2),
FB(p) does not depend on the choice of C̄.

(ii) x ∈ LC and Cx ⊆ B̄, so ˙̌QB̄x = Q̇x. Proceed like before, but take Ā such that Cx ⊆ Ā.

(iii) x ∈ LC but Cx 6⊆ B̄, so ˙̌QB̄x = 1, that is, p(x) is forced to be the trivial condition. Proceed as in1

(i).

1Here, FB(p) = FB̄(p�Lx) would be ok, but proceeding as in (i) guarantees that domFB(p) = domp.
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CHAPTER 3

PRESERVATION PROPERTIES

Judah and Shelah [JS90] and Brendle [Br91] developed techniques to get models of cardinal invariants
with large continuum from fsi of ccc forcing. They did not only use Suslin ccc notions as in the examples
in Section 1.3 to increase the value of certain cardinal invariant in a fsi iteration of ccc posets, but also
created some preservation properties to ensure that a certain invariant does not become too big (or too
small) in the final extension of such an iteration. These preservation properties can be contextualized in
a very general theory, for example, properties in [JS90] and [Br91] are summarized and generalized in
[BaJ, Sect. 6.4 and 6.5] and in [G92].

In this chapter, we present this general theory of preservation properties and extend its use to template
iterations and matrix iterations. We introduce this theory in Section 3.1 and generalize many known
results, specially the preservation on directs limits which is fundamental to extend the applications of
preservation properties to template iterations. We present many well-known and less-known examples of
such properties in Section 3.2. In Section 3.3, we generalize a property studied in [BlS84] and in [BrF11]
to preserve unbounded reals along iterations, which is useful for matrix iterations. Section 3.4 contains
the preservation results for template iterations and an interesting preservation result about “adding new
reals”, proved by the author as a generalization of a similar result for fsi of Suslin ccc posets.

3.1 Preservation of @-unbounded families

Fix, for this section, an uncountable regular cardinal θ and a cardinal λ ≥ θ.

3.1.1 Context ([G92],[BaJ, Sect. 6.4]). Fix 〈@n〉n<ω an increasing sequence of 2-place closed relations
in ωω such that, for any n < ω and g ∈ ωω, (@n)g = {f ∈ ωω / f @n g} is (closed) nwd.

For f, g ∈ ωω, say that g @-dominates f if f @ g. F ⊆ ωω is a@-unbounded family if no function in
ωω dominates all the members of F . Associate with this notion the cardinal b@, which is the least size of
a@-unbounded family. Dually, say that C ⊆ ωω is a@-dominating family if any real in ωω is dominated
by some member of C. The cardinal d@ is the least size of a @-dominating family. For a set Y and a real
f ∈ ωω, say that f is @-unbounded over Y if ∀g∈ωω∩Y (f 6@ g), which we denote by f 6@ Y .

Although this context is defined for ωω, the domain and codomain of @ can be any uncountable
Polish space coded by reals in ωω.

3.1.2 Lemma. b@ ≤ non(M) and cov(M) ≤ d@.

Proof. Immediate from the fact that (@)g is meager for any g ∈ ωω.

3.1.3 Definition. Let F ⊆ ωω. Say that F is θ-@-unbounded if, for any X ⊆ ωω of size < θ, there is an
f ∈ F such that f 6@ X .
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Clearly, any θ-@-unbounded family is @-unbounded, so

3.1.4 Lemma. If F ⊆ ωω is θ-@-unbounded, then b@ ≤ |F | and θ ≤ d@.

The following is a property that expresses when a forcing notion preserves θ-@-unbounded families
of the ground model.

3.1.5 Definition (Judah and Shelah [JS90], [BaJ, Def. 6.6.4]). A forcing notion P is θ-@-good if the
following property holds1: For any P-name ḣ for a real in ωω, there exists a nonempty Y ⊆ ωω (in the
ground model) of size < θ such that, for any f ∈ ωω, if f 6@ Y then 
 f 6@ ḣ.

Say that P is @-good if it is ℵ1-@-good.

3.1.6 Lemma ([BaJ, Lemma 6.4.8]). Assume that P is θ-@-good2.

(a) If F ⊆ ωω is θ-@-unbounded, then P forces that F is still θ-@-unbounded.

(b) If d@ ≥ λ, then P forces that d@ ≥ λ.

Proof. (a) Let {ḣα}α<δ be a sequence of P-names for reals in ωω with δ < θ ordinal. For α < δ, let
Yα ⊆ ωω of size < θ that witnesses goodness of P for ḣα. Put Y =

⋃
α<δ Yα, which has size < θ

because of the regularity of θ. It is clear that f ∈ ωω and f 6@ Y imply 
 f 6@ ḣα for any α < δ.

(b) Let {ġα}α<γ be a sequence of P-names for reals in ωω with γ < λ ordinal. For α < γ, let Zα ⊆ ωω
of size < θ that witnesses goodness of P for ġα. Put Z =

⋃
α<γ Zα, which has size < λ. Therefore,

Y is not @-dominating, so there is some f ∈ ωω such that f 6@ Y . Then, 
 f 6@ ġα for any α < γ,
that is, P forces that {ġα}α<γ is not @-dominating.

Note that θ < θ′ implies that any θ-@-good poset is θ′-@-good. Also, if PlQ and Q is θ-@-good,
then P is θ-@-good. The following result shows that small forcing notions are good.

3.1.7 Lemma. Any poset of size < θ is θ-@-good. In particular, C is @-good.

Proof. Put P = {pα / α < µ} where µ := |P| < κ. Let ḣ be a P-name for a real in ωω. For each
α < µ, choose 〈qαn〉n<ω a decreasing sequence in P and hα ∈ ωω such that qα0 = pα and, for every
n < ω, qαn 
 ḣ�n = hα�n. It suffices to prove that, if f ∈ ωω and ∀α<µ(f 6@ hα) then 
 f 6@ ḣ, that is,
∀p∈P∀m<ω∃q≤p(q 
 f 6@m ḣ). Fix p ∈ P and m < ω, so there exists an α < µ such that p = pα. As
f 6@ hα and (@m)f := {g ∈ ωω / f @m g} is closed, there exists n < ω such that [hα�n]∩ (@m)f = ∅,
so qαn 
 [ḣ�n] ∩ (@m)f = ∅. Therefore, qαn 
 f 6@m ḣ with qαn ≤ pα = p.

Judah and Shelah [JS90] proved that θ-@-goodness is preserved in fsi of θ-@-good posets. We
generalize the preservation in the limits steps in Theorem 3.1.9.

3.1.8 Lemma ([BaJ, Lemma 6.4.11]). Let P be a poset and Q̇ a P-name for a poset. If P is θ-cc,
θ-@-good and P forces that Q̇ is θ-@-good, then P ∗ Q̇ is θ-@-good.

Proof. Let ḣ be a P ∗ Q̇-name for a real in ωω. As P forces that ḣ is a Q̇-name for a real, by θ-cc and the
regularity of θ, there is a P-name Ż = {ġα}α<ν for a set of reals and some ν < θ such that P forces that
Ż witnesses goodness of Q̇ for ḣ. Now, let Yα be a witness of goodness of P for ġα, so Y =

⋃
α<ν Yα

has size < θ and witnesses goodness of P ∗ Q̇ for ḣ.

3.1.9 Theorem (Preservation of goodness in short direct limits). Let I be a directed partial order, 〈Pi〉i∈I
a directed system andP = limdiri∈IPi. If |I| < θ andPi is θ-@-good for any i ∈ I , thenP is θ-@-good.

1According to [BaJ, Def. 6.6.4], our property is called really θ-@-good while θ-@-good stands for another property. How-
ever, [BaJ, Lemma 6.6.5] states that really θ-@-good implies θ-@-good, and it is also easy to see that the converse is true for
θ-cc posets, see details in [Me13a, Lemma 2].

2Note that θ or λ may not be cardinals in some P-extension.
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Proof. Let ḣ be a P-name for a real in ωω. For i ∈ I , find a Pi-name for a real ḣi and a sequence
{ṗim}m<ω of Pi-names that represents a decreasing sequence of conditions in P/Pi such that Pi forces
that ṗim 
P/Pi ḣ�m = ḣi�m. For each i ∈ I choose Yi ⊆ ωω of size < θ that witnesses goodness of Pi
for ḣi. As |I| < θ, Y =

⋃
i∈I Yi has size < θ by regularity of θ.

We prove that Y witnesses goodness ofP for ḣ. Assume, towards a contradiction, that f ∈ ω, f 6@ Y
and that there are p ∈ P and n < ω such that p 
P f @n ḣ. Choose i ∈ I such that p ∈ Pi. Let G
be Pi-generic over the ground model V with p ∈ G. Then, by the choice of Yi, f 6@ hi, in particular,
f 6@n hi. As C := (@n)f = {g ∈ ωω / f @n g} is closed, there is an m < ω such that [hi�m]∩C = ∅.
Thus, pim 
P/Pi [ḣ �m] ∩ C = ∅, that is, pim 
P/Pi f 6@n ḣ. On the other hand, by hypothesis,

P/Pi f @n ḣ, a contradiction.

3.1.10 Corollary (Preservation of goodness in well ordered direct limits). Let δ be a limit ordinal and
{Pα}α<δ be a sequence of posets such that, for α < β < δ, Pα is a complete suborder of Pβ . If
Pδ = limdirα<δPα is θ-cc and Pα is θ-@-good for any α < δ, then Pδ is θ-@-good.

Proof. First assume that cf(δ) < θ, so there is an increasing sequence {αξ}ξ<cf(δ) that converges to δ.
Then, Pδ = limdirξ<cf(δ)Pαξ , which implies that Pδ is θ-@-good by Theorem 3.1.9.

Now, assume that cf(δ) ≥ θ. Let ḣ be a Pδ-name for a real. By θ-cc, there is an α < θ such that ḣ is
a Pα-name. Then, by hypothesis, there is Y ⊆ ωω of size < θ that witnesses goodness of Pα for ḣ. It is
clear that Y also witnesses goodness of Pδ.

3.1.11 Corollary (Preservation of goodness in fsi [BaJ, Lemma 6.4.12]). Let Pδ = 〈Pα, Q̇α〉α<δ be a
fsi of θ-cc forcing notions. If, for each α < δ, Pα forces that Q̇α is θ-@-good, then Pδ is θ-@-good.

Proof. Prove by induction on α ≤ δ that Pα is θ-@-good. Step α = 0 follows from Lemma 3.1.7,
successor step from Lemma 3.1.8 and the limit step is a direct consequence of Corollary 3.1.10.

The following results show how to add@-unbounded families with Cohen reals, in order to get values
for b@ and d@. These are essential to prove the main results of this thesis.

3.1.12 Lemma. Let ν be an uncountable regular cardinal, 〈Pα〉α<ν a l-increasing sequence of forcing
notions and Pν = limdirα<νPα. If

(i) for each α < ν, Pα+1 adds a Cohen real over V Pα , and

(ii) Pν is ccc,

then, Pν adds a ν-@-unbounded family (of Cohen reals) of size ν. Moreover, it forces b@ ≤ ν and
ν ≤ d@.

Proof. Let ċα be a Pα+1-name of a Cohen real over V Pα . Then, Pν forces that {ċα / α < ν} is a
ν-@-unbounded family. Indeed, if {ẋξ}ξ<µ is a sequence of Pν-names for reals with µ < ν, by (ii) there
is an α < ν such that {ẋξ}ξ<µ is a sequence of Pα-names, so Pα+1 forces that ċα 6@ ẋξ for all ξ < µ.
This last assertion holds because (@)g is an Fσ meager set for any g ∈ ωω (see Context 3.1.1).

The second statement is a consequence of Lemma 3.1.4.

3.1.13 Lemma. Let δ ≥ θ be an ordinal and Pδ = 〈Pα, Q̇α〉α<δ be a fsi such that,

i) for α < θ, Q̇α is forced (by Pα) to be ccc and to have two incompatible conditions, and

ii) for θ ≤ α < δ, Q̇α is forced to be θ-cc and θ-@-good.

Then,

(a) Pθ adds a θ-@-unbounded family (of Cohen reals) of size θ.
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(b) The family added in (a) is forced to be a θ-@-unbounded family by Pδ. In particular, it forces that
b@ ≤ θ ≤ d@.

Proof. (a) This is a direct consequence of Lemmas 1.3.5 and 3.1.12.

(b) Let Ċ be a Pθ-name for a family of reals as in (a). Step in Vθ. Note that Pδ/Pθ is equivalent to the
fsi 〈Pα/Pθ, Q̇α〉θ≤α<δ. Thus, by Corollary 3.1.11, Pδ/Pθ is θ-@-good. Hence, by Lemma 3.1.6, it
forces that C is θ-@-unbounded.

3.2 Examples of preservation properties

We present examples of relations of Context 3.1.1 that are useful for the proofs of the main result. Also,
we discuss the cardinal invariants given by those relations and the type of forcing notions that are good
for them.

3.2.1 Example (Preserving non-meager sets). Let n < ω. For f, g ∈ ωω, define f Pn g⇔ ∀k≥n(f(k) 6=
g(k)), so f P g⇔ ∀∞k<ω(f(k) 6= g(k)). From Theorem 1.4.3 it is clear that bP = non(M) and
dP = cov(M).

Every forcing notion that adds an eventually different real is not cov(M)-P-good, so this applies to
LOCh, A B, D, E and LF with a filter base F .

3.2.2 Example (Preserving unbounded families). For n < ω and f, g ∈ ωω, f ≤∗n g denotes ∀k≥n(f(k) ≤
g(k)), so ≤∗= ⋃n<ω ≤∗n. Clearly, b≤∗ = b and d≤∗ = d.

Any b-≤∗-good poset is ≤∗-good, moreover, P is b-≤∗-good iff for any ḣ P-name for a real, there
is a g ∈ ωω such that, for any real f 6≤∗ g, 
 f 6≤∗ ḣ.

3.2.3 Lemma. If P is θ-cc and ωω-bounding, then P is θ-≤∗-good. In particular, random forcing B is
≤∗-good.

Proof. Let ḣ be a P-name for a real in ωω. By Definition 1.3.8, there are a maximal antichain A ⊆ P
and Y = {gq / q ∈ A} such that q 
 ḣ ≤ gq for each q ∈ A. Assume f ∈ ωω and f 6≤∗ Y . If p ∈ P,
find q ∈ A compatible with p, so f 6≤∗ gq. This implies q 
 f 6≤∗ ḣ, so any common extension of p and
q forces f 6≤∗ ḣ.

3.2.4 Lemma (Miller [Mi81]). E is ≤∗-good.

Proof. Let ġ be a E-name for a real in ωω. We want find h ∈ ωω such that, for any f ∈ ωω that is not
dominated by h, 
 f �∗ ġ. For s ∈ ω<ω and n < ω, define hs,n : ω → ω + 1 such that hs,n(i) is the
minimal j ≤ ω such that, for any F ⊆ ωω of size n, (s, F ) 6
 ġ(i) > j.

3.2.5 Claim. hs,n ∈ ωω.

Proof. Suppose that there is an i < ω such that hs,n(i) = ω, that is, for any j < ω there is an Fj ⊆ ωω of
size n such that (s, Fj) 
 ġ(i) > j. PutFj = {f lj / l < n}. FindD ⊆ ω infinite withD = {mj / j < ω}
increasing enumeration and, for l < n construct Al ⊆ D infinite and f l : Al → ω such that, for any
k < ω,

• if mk ∈ Al, then f lmj (k) = f l(mk) for any j > k;

• if mk ∈ D rAl, then f lmj (k) > j for any j > k.
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The construction is done by recursion. Put D−1 = ω. Let k < ω and assume that we have Dk−1 ⊆ ω
infinite and that dk := {mj / j < k}, Al ∩ dk and f l�(Al ∩ dk) have been defined in such a way that
Dk−1∩sup(dk+1) = ∅. Putmk = minDk−1 and I−1 = Dk−1r{mk}. For l < n assume that we have
I l−1 ⊆ Dk−1r{mk} infinite. If the set {f lj(k) / j ∈ I l−1} is finite, putAl∩(mk+1) = (Al∩dk)∪{mk}
and choose f l(mk) ∈ ω and I l ⊆ I l−1 infinite such that f lj(k) = f l(mk) for any j ∈ I l; otherwise, put
Al ∩ (mk + 1) = Al ∩ dk and choose I l ⊆ I l−1 infinite such that the sequence {f lj(k)}j∈Il is strictly
increasing and above k + 1. At the end, Put Dk = In−1.

For each l < n choose some gl ∈ ωω such that gl(k) = f l(mk) for any k < ω such that mk ∈ Al.
Put F ′ := {gl / l < n} and find (t, F ′′) ≤ (s, F ′) in E and j0 < ω such that (t, F ′′) 
 ġ(i) = j0.
Choose j ≥ j0 such that j is above {t(k) / k < |t|} ∪ {|t|}, so (t, Fmj ∪ F ′′) is a common extension of
(t, F ′′) and (s, Fmj ). Indeed, assume k ∈ |t| r |s|, l < k and argue from these two cases: if mk ∈ Al
then f lmj (k) = gl(k) 6= t(k) because (t, F ′′) ≤ (s, F ′); if mk /∈ Al, then f lmj (k) > j > t(k).

Therefore, (t, Fmj ∪ F ′′) forces that j0 = ġ(i) > mj ≥ j, a contradiction.

Now, find h ∈ ωω that dominates {hs,n / s ∈ ω<ω, n < ω}. Assume that f ∈ ωω is not dominated
by h. Fix (s, F ) ∈ E and i0 < ω. Then, there is an i > i0 such that f(i) > hs,n(i) where n := |F |. As
(s, F ) 6
 ġ(i) > hs,n(i), there is (t, F ′′) ≤ (s, F ) that forces ġ(i) ≤ hs,n(i) < f(i).

Note that any forcing that adds a dominating real is not d-≤∗-good, so this applies to D, LOCh and
LF for any filter base F .

3.2.6 Example (Preserving splitting families). For n < ω andA,B ∈ [ω]ω, defineA ∝n B ⇔ (Brn ⊆
A or B r n ⊆ ω r A), so A ∝ B iff either B ⊆∗ A or B ⊆∗ ω r A. Note that A 6∝ B iff A splits B.
Clearly, b∝ = s and d∝ = r.

3.2.7 Lemma (Baumgartner and Dordal [BD85], see also [Br09, Lemma 3.8]). D is ∝-good.

3.2.8 Lemma. B is not ∝-good. Moreover, any forcing that adds a random real is not ∝-good.

Proof. Consider B = B(2ω) rN and let 〈In〉n<ω be an interval partition of ω such that |In| = 2n for
each n < ω. Enumerate In = {kt / t ∈ 2n}. Construct a B-name of a subset of ω such that, for each
n < ω and t ∈ 2n, [t] 
 kt ∈ ẋ and [r] 
 kt /∈ ẋ for any r ∈ 2n r {t}. Note that B forces that ẋ is an
infinite set.

Now, if {zn}n<ω is a sequence of infinite subsets of ω, then we can construct an infinite set a ⊆ ω
such that, for any n < ω, a splits zn and |a ∩ In| ≤ 1, moreover, a ∩ I0 = a ∩ I1 = ∅. Then, for any
B ∈ B that forces a ∩ In ∩ ẋ 6= ∅ there is a (unique) t = tnB ∈ 2n such that kt ∈ a and B ⊆N [t].
Indeed, choose B′ ⊆ B in B and t ∈ 2n such that B′ 
 kt ∈ a ∩ ẋ, so kt ∈ a and B′ ⊆N [t]. As
|a ∩ In| ≤ 1, B is incompatible with [r] for any r ∈ 2n r {t}, so B ⊆N [t].

We claim that anyB that forces a∩ẋ 6= ∅ has Lebesgue measure≤ 1
2 . LetA be a maximal antichain

below B such that, for any A ∈ A there is an n ∈ [2, ω) such that A 
 a ∩ In ∩ ẋ 6= ∅ an let nA be the
minimal such n. For 2 ≤ m < ω, letAm = {A ∈ A / nA = m} (this may be empty) and Bm =

⋃Am.
{Bm / m < ω} r {∅} is still a maximal antichain below B and, for Bm 6= ∅ there is a tm ∈ 2m

such that Bm ⊆N [tm]. This last statement holds because, for any A,A′ ∈ Am, as tmA , t
m
A′ ∈ a ∩ Im,

tmA = tmA′ . Therefore, λ(B) =
∑∞

m=2 λ(Bm) ≤∑∞m=2 λ([tm]) ≤∑∞m=2 2−m = 1
2 .

Moreover, 
 |a ∩ ẋ| < ℵ0. This is because, by a similar argument as before, if T ⊆ 2<ω is a tree
such that λ([T ] ∩ [t]) > 0 for any t ∈ T , any B ⊆ [T ] in B that forces ∃n≥|stem(T )|+2(a ∩ In ∩ ẋ 6= ∅)

has measure ≤ 1
2λ([T ]).

If U is an ultrafilter on ω, then both MU and LU are not ∝-good. This is because both posets add an
infinite subset of ω that cannot be splitted by any infinite subset of ω of the ground model. We do not
know whether E is ∝-good.

3.2.9 Example (Preserving finitely splitting families). For a ∈ [ω]ω and an interval partition J̄ =
〈Jn〉n<ω of ω, define a Bn J̄ ⇔ (∀k≥n(Jk * a) or ∀k≥n(Jk * ω r a)), so a B J̄ ⇔ (∀∞k<ω(Jk *
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a) or ∀∞k<ω(Jk * ω r a)). a 6B J̄ is read a splits J̄ . It is proved in [KWe96] that bB = max{b, s} and
dB = min{d, r}.

3.2.10 Lemma. Any ≤∗-good poset is B-good. In particular, B and E are B-good.

Proof. Let ˙̄J be a P-name of an interval partition of ω. By ≤∗-goodness, choose h ∈ ωω such that

 ∃∞n (max(J̇n) < f(n)) for any f ∈ ωω with f 6≤∗ h. Without loss of generality, assume that h is
strictly increasing and h(0) > 0. Define ĥ ∈ ωω recursively, where ĥ(0) = 0 and ĥ(n+ 1) = h(ĥ(n)).
Put J ′n := [ĥ(2n), ĥ(2n+ 2)) and J̄ ′ := 〈J ′n〉n∈ω. It is enough to prove 
 a 7 ˙̄J for any a ∈ [ω]ω such
that a 7 J̄ ′. Indeed, define f ∈ ωω such that

f(n) =

{
h(n) + 1 if n ∈ [ĥ(2k), ĥ(2k + 1)) and J ′k ⊆ a for some k < ω,
0 otherwise.

It is clear that f 6≤∗ h, so 
 ∃∞n (max(J̇n) < f(n)). Now, let G be a P-generic set over the ground
model. In V [G]: fix m < ω and choose n, k′ ∈ ω such that ĥ(k′) > m, n ∈ [ĥ(k′), ĥ(k′ + 1)) and
max(Jn) < f(n). As f(n) cannot be 0, then k′ = 2k for some k ∈ ω, J ′k ⊆ a and f(n) = h(n) + 1. It
is easy to check that Jn ⊆ [n, f(n)) ⊆ J ′k ⊆ a. This gives us ∃∞n (Jn ⊆ a). To get ∃∞n (Jn ⊆ ω r a), do
the same argument but change a by ω r a in the definition of f .

No ccc poset that adds dominating reals is B-good. If there were such a poset and κ = c, a fsi of
length κ+ of this poset would force κ+ ≤ b ≤ bB ≤ ℵ1 ≤ κ (the last inequality by Lemma 3.1.13),
which is false.

3.2.11 Example (Preserving null covering families). Fix Ī = 〈In〉n<ω an interval partition of ω such
that |In| ≥ n for all n < ω. For n < ω and f, g ∈ 2ω, define f tĪn g⇔ ∀k≥n(f �Ik 6= g �Ik), so
f tĪ g⇔ ∀∞k<ω(f�Ik 6= g�Ik). Note that (tĪ)g is a co-null Fσ meager set for any g ∈ 2ω.

This preservation property is related to cov(N ) and non(N ) in the following way.

3.2.12 Lemma. cov(N ) ≤ btĪ ≤ non(M) and cov(M) ≤ dtĪ ≤ non(N )

Proof. btĪ ≤ non(M) and cov(M) ≤ dtĪ are immediate from Lemma 3.1.2. If F ⊆ 2ω is a tĪ -
unbounded family, then {2ω r (tĪ)g / g ∈ F} ⊆ N covers all the reals. Dually, any not null subset of
2ω is a tĪ -dominating family.

3.2.13 Lemma ([Br91, Lemma 1∗]). Let µ < θ be an infinite cardinal. Then, every µ-centered poset is
θ-tĪ -good.

Proof. Let P be a poset such that P =
⋃
α<µ Pα where each Pα is centered. Let ġ be a P-name for a

real in 2ω. Given α < µ and n < ω, by Lemma 1.2.7 find a sα,n ∈ 2In such that no p ∈ Pα forces that
sα,n 6= ġ�In. Put hα =

⋃
n<ω sα,n.

Assume that f ∈ 2ω and f 6t hα for all α < µ. Let p ∈ P, n < ω and find α < µ such that
p ∈ Pα. Find k ≥ n such that f�Ik = hα�Ik. Then, p 6
 hα�Ik 6= ġ�Ik, so there is a q ≤ p that forces
f�Ik = hα�Ik = ġ�Ik.

Any dtĪ -tĪ -good poset P does not add random reals. Indeed, let ẋ be a P-name for a real in 2ω,
so there is Y ⊆ 2ω of size < dtĪ that witnesses goodness for ẋ. Then, we can find f ∈ 2ω such that
f 6tĪ Y , so 
 ẋ ∈ 2ω r (tĪ)f .

3.2.14 Example (Preserving “union of null sets is not null”). Fix h ∈ ωω that converges to infinity.
Given n < ω, for x ∈ ωω and ψ ∈ S(ω, h), define the relation x ∈∗h,n ψ iff ∀k≥n(x(k) ∈ ψ(k)),
so x ∈∗h∈ ψ⇔ x ∈∗ ψ (see Subsection 1.3.6). By Bartoszyński characterization (Theorem 1.4.2),
b∈∗h = add(N ) and d∈∗h = cof(N ).
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3.2.15 Lemma (Judah and Shelah [JS90]). If µ < θ is an infinite cardinal, then every µ-centered poset
is θ-∈∗h-good.

Proof. Let P be a poset such that P =
⋃
α<µ Pα. Let ψ̇ be a P-name for an slalom in S(ω, h). For

α < µ and k < ω, let ψα(k) = {j < ω / ∃p∈Pα(p 
 j ∈ ψ̇(k))}. Centeredness of Pα implies that
ψα ∈ S(ω, h).

Assume that x ∈ ωω is such that x /∈∗ ψα for any α < µ. Let p ∈ P and n < ω be arbitrary. There
exists an α < µ such that p ∈ Pα. Then, choose k ≥ n such that x(k) /∈ ψα(k), so p 6
 x(k) ∈ ψ̇(k),
i.e., there is a q ≤ p that forces x(k) /∈ ψ̇(k).

Judah and Shelah [JS90, Def. 3.3] defined a similar property for the preservation of “union of null
sets is not null”. We generalize their notion in the following way.

3.2.16 Definition. Let H̄ ⊆ ωω countable such that each of its members converges to infinity. Put
S(ω, H̄) =

⋃
h∈H̄ S(ω, h). For n < ω, x ∈ ωω and ψ ∈ S(ω, H̄), define the relation x ∈∗

H̄,n

ψ⇔ ∀k≥n(x(k) ∈ ψ(k)), so x ∈∗
H̄
ψ is equivalent to x ∈∗ ψ. Note that add(N ) = b∈∗h ≤ b∈∗

H̄

and d∈∗
H̄
≤ d∈∗h = cof(N ) for any h ∈ H̄ .

3.2.17 Lemma. b∈∗
H̄

= add(N ) and d∈∗
H̄

= cof(N ).

Proof. If h′ ∈ ωω dominates all the functions in H̄ , then b∈∗
H̄
≤ b∈∗

h′
= add(N ) and cof(N ) = d∈∗

h′
≤

d∈∗
H̄

.

As Lemma 3.2.15 is valid for any h that converges to infinity, it follows directly that

3.2.18 Corollary. If µ < θ is an infinite cardinal, then every µ-centered poset is θ-∈∗
H̄

-good.

For a Boolean algebra B′, say that µ : B′ → [0, 1] is a strictly positive finitely additive (s.p.f.a.)
measure if µ(1) = 1, µ(a∨b) = µ(a)+µ(b) for all a, b ∈ B′ such that a∧b = 0 and µ(a) = 0 iff a = 0.
It is clear that any Boolean algebra with a s.p.f.a. measure is ccc. Examples of such Boolean algebras
are random forcing B and the completion of any σ-centered poset. To see the last statement, let A be a
complete Boolean algebra that is σ-centered, so A r {0} =

⋃
n<ω Un where each Un is an ultrafilter in

A (in the sense that 1 ∈ Un, 0 /∈ Un, Un is closed under intersections, it is upwards ≤-closed and, for
any a ∈ A, either a ∈ Un or −a ∈ Un). Given a ∈ A, define µ(a) =

∑{1/2n+1 / a ∈ Un, n < ω},
which is clearly a s.p.f.a. measure on A.

3.2.19 Lemma (Kamburelis [K89]). Let H̄ as in Definition 3.2.16 such that, for any h ∈ H̄ there exists
an h′ ∈ H̄ such that h

h′ converges to 0. Then, any Boolean algebra with a s.p.f.a measure is ∈∗
H̄

-good.
In particular, random forcing is ∈∗

H̄
-good.

Proof. Let A be a boolean algebra and µ : A→ [0, 1] a s.p.f.a. measure. As A is isomorphic to the class
C of clopen subsets of its Stone space, C inherits the measure from A and, by compactness of the Stone
space, the measure on C is even σ-additive. Thus, the (forcing) completion of C admits a strictly positive
σ-additive measure, so, without loss of generality, we may assume that A is a complete Boolean algebra
and that µ is σ-additive.

Recall that, for a formula ϕ in the forcing language of A, ‖ϕ‖ denotes the maximum condition in
A that forces ϕ. To prove that A is ∈∗

H̄
-good, since A is ccc, we can assume that ψ̇ is an A-name for

a slalom in S(ω, h) for some h ∈ H̄ . Let h′ ∈ H̄ be such that h
h′ converges to 0. For n < ω, define

ψ′(n) = {j < ω / µ(‖j ∈ ψ̇(n)‖) ≥ h(n)+1
h′(n)+1}.

3.2.20 Claim. |ψ′(n)| ≤ h′(n).
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Proof. Assume the contrary, that is, there is some c ⊆ ψ′(n) of size h′(n) + 1. For any y ⊆ ψ′(n)
consider i(y) = max{|x| / x ⊆ y, ∧j∈x ‖j ∈ ψ̇(n)‖ 6= 0}. By [Kelley59, Prop. 1],

inf
j∈ψ′(n)

{µ(‖j ∈ ψ̇(n)‖)} ≤ inf

{
i(y)

|y| / ∅ ( y ⊆ ψ′(n)

}
,

in particular, h(n)+1
h′(n)+1 ≤

i(c)
h′(n)+1 , so h(n) < i(c), which is a contradiction to the fact that 
 |ψ̇(n)| ≤

h(n).

Assume that x ∈ ωω is not localized by ψ′ and show that 
 x 6∈∗ ψ̇. x /∈∗ ψ′ means that
∃∞k<ω(µ(‖x(k) ∈ ψ̇(k)‖) < h(k)+1

h′(k)+1) so, as h(k)+1
h′(k)+1 converges to 0, µ(‖∀k≥n(x(k) ∈ ψ̇(k))‖) = 0

for any n < ω. Thus µ(‖x ∈∗ ψ̇‖) = 0, i.e., 
 x 6∈∗ ψ̇.

3.2.21 Example (Preserving new reals). Consider, for f, g ∈ ωω and n < ω, f =∗n g defined as
∀k≥n(f(n) = g(n)). Then, f =∗ g iff ∀∞k<ω(f(k) = g(k)). Note that b=∗ = 2 and d=∗ = c.

In this case, the associated cardinal invariants are not that important. We are interested in the meaning
of “f ∈ ωω is =∗-unbounded over M”, which is equivalent to f /∈M when M is a model of some finite
subset of axioms of ZFC.

3.2.22 Lemma. If θ ≤ c, any θ-cc poset is θ-=∗-good. In particular, any ccc forcing is =∗-good.

Proof. Let P be a θ-cc poset. If ḣ is a P-name for a real, let A ⊆ P be a maximal antichain such that,
for any p ∈ A, either p 
 f /∈ V or there is an fp ∈ V such that p 
 ḣ = fp. If f 6=∗ fp for all p ∈ A
for which fp exists, then 
 ḣ 6=∗ f .

The preservation property of Example 3.2.21 will be important to prove that, in a template iteration
of certain type, any real added at some stage of the iteration cannot be added at other different stages (see
Corollary 3.4.7).

3.3 Preservation of @-unbounded reals

For this section, fix M ⊆ N transitive models of ZFC. We discuss a property of preserving unbounded
reals over M along parallel iterations from M and N . After defining the property, we present some
examples and, at the end, prove some general results about the preservation of this property through
iterations. Except of Lemmas 3.3.6, 3.3.7 and 3.3.8, the material of this section is based on results from
[BlS84] and [BrF11].

Consider @ from Context 3.1.1 with parameters in M and fix c ∈ N a @-unbounded real over M .
As Cohen reals over M that belong to N are @-unbounded over M , typically c is such a real.

3.3.1 Definition. Let P ∈M and Q ∈ N be posets such that PlM Q. Define

(?,P,Q,M,N,@, c) : for every ḣ ∈M P-name for a real, 
Q,N c 6@ ḣ.

This means that c is forced by Q (in N ) to be @-unbounded over MP.

This notion is fundamental to get consistency results about cardinal invariants using matrix iterations.
We apply this property to get an interesting result in Section 3.4 and for the construction of models with
matrix iterations in Chapter 5.

The first known example of preservation of unbounded reals is the following.

3.3.2 Lemma (Blass and Shelah [BlS84, Main Lemma]). In M , let U be an ultrafilter on ω. If c ∈ N
is ≤∗-unbounded over M , then there exists an ultrafilter V ∈ N such that U ⊆ V , MU lM MV and
(?,MU ,MV ,M,N,≤∗, c).

38



Proof. For (s, F ) ∈ [ω]<ω × [ω]ω, say that t ∈ [ω]<ω is permitted by (s, F ) if s ⊆ t ⊆ s ∪ F . If A ∈ N
is a subset of MU , t is permitted by A means that t is permitted by some condition in A. C ∈ [ω]ω ∩N
is forbidden by s,A if there is no finite subset of ω permitted by (s, C) and A.

If ż ∈M is aMU -name for a real in ωω, it is coded by a sequence of maximal antichains 〈Bż
n〉n<ω ∈

M inMU and a sequence of functions {gżn}n<ω ∈M ∩
∏
n<ω ω

Bżn such that, for any n < ω and p ∈ Bż
n,

p 
MU ,M ż(n) = gżn(p). For s ∈ [ω]<ω, say that C ∈ [ω]ω ∩N is forbidden by s, ż if C is forbidden by
s,
⋃
n<ω{p ∈ Bż

n / g
ż
n(p) < c(n)}.

In N , consider I the ideal on ω generated by the finite subsets of ω and the sets C ∈ [ω]ω such that,
for some s ∈ [ω]<ω, C is either

(i) forbidden by s,A for some A ∈M maximal antichain in MU , or

(ii) forbidden by s, ż for some MU -name ż ∈M for a real in ωω.

3.3.3 Claim. I ∩ U = ∅.

Proof. Assume the contrary, that is, there are sets {Ck}k<l and {Dk′}k′<l′ such that eachCk is forbidden
by some sk, Ak as in (i), each Dk′ is forbidden by some tk′ , żk′ as in (ii) and the union of all these sets is
in U . Without loss of generality, as being forbidden is downwards closed under ⊆, we may assume that
{Ck}k<l∪{Dk′}k′<l′ is a pairwise disjoint family, that any member of this family has empty intersection
with any sk and tk′ , and that l = l′ when both are not 0. This is because, in the process of making them
pairwise disjoint, those sets that become finite can be ignored, so it may happen that some of the two
sequences disappear. When both do not disappear, make their length equal by splitting some sets. Let
1 ≤ e ≤ 2 be the number of sequences that did not disappear and put J =

⋃
k<l(Ck ∪ Dk) (ignore in

this union the sets that disappeared). Note that J ∈M because it is in U .

3.3.4 Claim. There exists an f ∈ ωω ∩ M such that, for any n < ω, f(n) ≥ n and, whenever we
partition J ∩ [n, f(n)) into e · l pieces, at least one of the pieces a satisfies

• ∀k<l∃q⊆a(sk ∪ q is permitted by Ak) and

• ∀k<l∃q⊆a(tk ∪ q is permitted by {p ∈ Bżk
n / gżkn (p) < f(n)}).

Proof. Work in M . Fix n < ω and assume that there is no such f(n). Construct a tree of height ω such
that level n′ is formed by the sequences of length e · l that partitions J ∩ [n, n+ n′) into sets that do not
satisfy the claim, which order is {qk}k<e·l ≤ {ak}k<e·l iff qk ⊆ ak for all k < e · l. As the levels are
finite and non-empty, by König lemma we can find a partition of J ∩ [n, ω) into e · l non-empty pieces
such that none of them satisfy the claim. Then, there is one piece K that belongs to U . For each k < l,
as (sk,K), (tk,K) ∈ MU and Ak and Bżk

n are maximal antichains, we can find q1
k, q

2
k ⊆ K such that

sk ∪ q1
k is permitted by Ak and tk ∪ q2

k is permitted by Bżk
n . Thus, we can easily find f(n) such that

f(n) ≥ sup({n} ∪⋃k<l(q
1
k ∪ q2

k) + 1) and satisfies the claim, a contradiction.

Then, as {Ck ∩ [n, f(n)) / k < l} ∪ {Dk ∩ [n, f(n)) / k < l} is a partition of J ∩ [n, f(n)) into
e · l pieces, one of these pieces a satisfies the previous claim. If a is of the form Ck ∩ [n, f(n)), then
there is a q ⊆ a that is permitted by (sk, Ck) and Ak, contradicting that Ck is forbidden by sk, Ak.
Hence, a is of the form Dk ∩ [n, f(n)). Then, there is a q ⊆ a that is permitted by (tk, Dk) and
{p ∈ Bẋk

n / gẋkn (p) < f(n)}), so c(n) ≤ f(n) because Dk is forbidden. As this is true for any n < ω,
we get that c ≤ f with f ∈M , but c is ≤∗-unbounded over M , a contradiction.

In N , as U ∪{ωrY / Y ∈ I} has the finite intersection property, there exists an ultrafilter V containing
it. It is clear that V ∩ I = ∅. We prove:

• MU lM MV . Let A ∈ M be a maximal antichain in MU and (s, F ) ∈ MV . As F /∈ I, F is not
forbidden by s,A, so there is a t ∈ [ω]<ω permitted by (s, F ) and by some p ∈ A, so it is clear
that (s, F ) is compatible with p.
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• 
MV ,N c 6≤∗ ż for any ż ∈ M MU -name for a real in ωω. Towards a contradiction, assume
that there are ż ∈ M , m < ω and a (s, F ) ∈ MV that forces ∀k≥m(c(k) ≤ ż(k)). By making
finitely many changes to ż, we may assume that (s, F ) forces c ≤ ż. As F is not forbidden
by s, ż, there is a t ∈ [ω]<ω permitted by (s, F ) and by some p ∈ Bż

n with gżn(p) < c(n) for
some n < ω. Then, (s, F ) is compatible with p, so there is a common extension q ∈ MV . As
p 
MU ,M ḣ(n) = gżn(p) < c(n), we get that q forces ḣ(n) < c(n) and c ≤ ḣ, a contradiction.

3.3.5 Lemma. If c ∈ ωω ∩N is≤∗-unbounded over M , then it is ∈∗
H̄

-unbounded over M . In particular,
in Lemma 3.3.2 we can also conclude (?,MU ,MV ,M,N,∈∗

H̄
, c).

Proof. Let ψ ∈ S(ω, H̄)∩M . Let h ∈ ωω ∩M defined as h(n) = sup(ψ(n) + 1) for any n < ω. Then,
∃∞n<ω(h(n) < c(n)), which implies ∃∞n<ω(c(n) /∈ ψ(n)).

Lemma 3.3.2 does not hold for ∝ because the Mathias real added cannot be spitted by any infinite
subset of ω in the ground model and also because 
MV ,N ṁV = ṁU . We do not know whether the
lemma is valid for tĪ or for ∈∗

H̄
(this last without using a ≤∗-unbounded real, as it happens in Lemma

3.3.5). However, this can be done for Laver forcing with an ultrafilter.

3.3.6 Lemma. In M , let U be an ultrafilter on ω and, in N , let V be an ultrafilter on ω such that U ⊆ V .
Then,

(a) (Shelah [S04], see also [Br06, Lemma 2.1] and [Br07, Lemma 8]) LU lM LV .

(b) Let ϕ be a Σ1
1-statement in the forcing language of P with parameters in M . Fix s ∈ ω<ω and

assume that no T ∈ LU with stem s forces, in M , that ¬ϕ. Then, no T ∈ LV with stem s forces, in
N , that ¬ϕ.

(c) (?,LU ,LV ,M,N,∈∗
H̄
, c) holds for any c ∈ N that is tĪ -unbounded over M .

(d) (?,LU ,LV ,M,N,tĪ , c) holds for any c ∈ N that is tĪ -unbounded over M .

Proof. (a) It is clear that LU ⊆ LV and that incompatibilities are preserved. Let D ∈ M be a dense
subset of LU . Consider the rank function ρD defined for the proof of pure decision of LU (Theorem
1.2.9). We prove, by induction on this rank function, that, for all s ∈ ω<ω, any T ∈ LV with
stem s is compatible with a member of D. If ρD(s) = 0 then there is S ∈ D with stem s, so
clearly any T ∈ LV with stem s is compatible with it. Now, if ρD(s) = α > 0 and T ∈ LV with
stem s, there exists a j < ω such that t := ŝ〈j〉 ∈ T and ρD(t) < α. By induction hypothesis,
Tt = {r ∈ T / r ⊆ t or t ⊆ r} is compatible with some S ∈ D, so T is compatible with the same
S.

(b) By pure decision (Theorem 1.2.9), choose S ∈ LU with stem s such that either S 
LU ,M ϕ or
S 
LU ,M ¬ϕ. By hypothesis, the second option is not possible, so S 
LU ,M ϕ. By (a) and Lemma
1.2.1, in N , S 
LV ϕ. Now, if T ∈ LV has stem s, then it is compatible with S, so it cannot force
¬ϕ.

(c) It is enough to prove the statement for ∈∗h for any h ∈ ωω that converges to infinity. Let c ∈ ωω ∩N
be a real such that no slalom in S(ω, h) ∩M localizes it. In M , fix ψ̇ a LU -name for a slalom in
S(ω, h). For s ∈ ω<ω let LU ,s := {T ∈ LU / stem(T ) = s}, which is centered. For n < ω, let
ψ′s(n) = {j < ω / ∃T∈LU,s(T 
 j ∈ ψ̇(n))}. By the centeredness of LU ,s, ψ′s ∈ S(ω, h).

InN , fix T ∈ LV and n < ω. Put s = stem(T ). As c /∈∗ ψ′s, there is a k > n such that c(k) /∈ ψ′s(k),
that is, in M , no condition in LU , s forces that c(k) ∈ ψ̇(k). By (b), no condition in LV with stem s
forces that c(k) ∈ ψ̇(k), so there is S ⊆ T in LV that forces c(k) /∈ ψ̇(k).
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(d) In M , let ẋ be a LU -name of a real in 2ω. For s ∈ ω<ω, as LU ,s is centered, by Lemma 1.2.7, for
each n < ω we can find zs�In ∈ 2In such that no condition in LU ,s forces that zs�In 6= ẋ�In. Put
zs =

⋃
n<ω zs�In ∈ 2ω ∩M .

In N , fix T ∈ LV and n < ω any natural number. Put s = stem(T ). Choose k > n such that
c�Ik = zs�Ik. By (b), no condition in LV with stem s forces that zs�Ik 6= ẋ�Ik, so there is S ∈ LV
extending T that forces c�Ik = zs�Ik = ẋ�Ik.

Like in the case of Mathias forcing with an ultrafilter, the previous result is not valid for∝. Moreover,
as 
LV ,N l̇V = l̇U , the result is not valid for ≤∗.

We prove a general preservation result of unbounded reals for Suslin ccc notions. Before, consider
the following preliminary result.

3.3.7 Lemma. Let ϕ(x0, . . . , xn−1) be a Gδ statement. Then, p 
S ϕ(ẋ0, . . . ẋn−1) is a Π1
1-statement.

Proof. Let {Tl}l<ω be a sequence of subtrees of (ωn)<ω such that
⋃
l<ω[Tl] = {(x0, . . . , xn−1) ∈

(ωω)n / ¬ϕ(x0, . . . , xn−1)}. We can code ẋ0, . . . ẋn−1 by a real given by maximal antichains {Ak}k<ω
where Ak = {qkj / j < ω} and functions {gk}k<ω where gk : ω → (ω<ω)n such that qkj 
 gk(j) =
(ẋ0�k, . . . , ẋn−1�k). Observe that p 
 (ẋ0, . . . ẋn−1) /∈ ⋃l<ω[Tl] iff

∀q≤p∀l<ω∃k<ω∃j<ω(q ‖ qkj and gk(j) /∈ Tl).

The latter is clearly a Π1
1-statement.

3.3.8 Lemma. Let S be a Suslin ccc poset with parameters in M . If S is@-good in M , then the property
(?,SM , SN ,M,N,@, c) holds.

Proof. In M , fix ḣ a S-name for a real and choose Y ⊆ ωω a witness of the goodness of S for ḣ. By
Lemma 3.3.7, the statement ∀f∈ωω(f 6@ Y ⇒ 
 f 6@ ḣ) is Π1

1 so, as it is true in M , then it is also true
in N . But, as c 6@ Y , 
N c 6@ ḣ.

When the same poset is used in M and N , the preservation of an unbounded real is guaranteed.

3.3.9 Lemma (Brendle and Fischer [BrF11, Lemma 11]). LetP ∈M be a poset. Then, (?,P,P,M,N,@
, c) holds.

Proof. In M , let ḣ be a P-name for a real in ωω. Fix p ∈ P and n < ω. Choose {pk}k<ω a decreasing
sequence in P and g ∈ ωω such that p0 = p and pk 
 ḣ�k = g�k. In N , c 6@ g, so c 6@n g, which
implies that there is a k < ω such that [g �k] ∩ (@n)c = ∅, this because (@n)c is a closed set. As
pk 
N ḣ�k = g�k, we get that pk 
N c 6@n ḣ.

To finish this section, we prove that preservation of unbounded reals is preserved in fsi. We even
generalize this for direct limits.

3.3.10 Lemma. Let P ∈ M , P′ ∈ N posets such that (?,P,P′,M,N,@, c) holds. Also, let Q̇ ∈ M
be a P-name of a poset and Q̇′ ∈ N a P′-name of a poset such that P′ forces (with respect to N ) that
(?, Q̇, Q̇′,MP, NP′ ,@, c). Then (?,P ∗ Q̇,P′ ∗ Q̇′,M,N,@, c) holds.

Proof. From Lemma 2.1.2 it is clear that P ∗ Q̇lM P′ ∗ Q̇′. (?,P,P′,M,N,@, c) indicates that 
P′,N
c 6@MP and, as it forces (?, Q̇, Q̇′,MP, NP′ ,@, c), then 
P′,N“
Q̇′,NP′ c 6@MP∗Q̇′”.

3.3.11 Lemma. Let I ∈M be a directed set, 〈Pi〉i∈I ∈M and 〈Qi〉i∈I ∈ N directed systems of posets
such that

(i) for each i ∈ I , (?,Pi,Qi,M,N,@, c) holds and

(ii) whenever i ≤ j, 〈Pi,Pj ,Qi,Qj〉 is a correct system with respect to M
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Then, (?,P,Q,M,N,@, c) where P := limdiri∈IPi and Q := limdiri∈IQi. Moreover, for any i ∈ I ,
〈Pi,P,Qi,Q〉 is a correct system with respect to M .

Proof. By Lemma 2.1.5, it is enough to prove that, if ḣ is a P-name for a real in ωω, then 
Q,N c 6@ ḣ.
Assume, towards a contradiction, that there are q ∈ Q and n < ω such that q 
Q,N c @n ḣ. Choose
i ∈ I such that q ∈ Qi.

Let G be Qi-generic over N with q ∈ G. By assumption, 
Q/Qi,N [G] c @n ḣ. In M [G ∩ P], find
g ∈ ωω and a decreasing chain {pk}k<ω in P/Pi such that pk 
P/Pi,M [G∩P] ḣ�k = g�k. In N [G], by
hypothesis, c 6@ g so there is a k < ω such that [g�k] ∩ (@n)c = ∅. Then, as P/Pi lM [G∩P] Q/Qi

by Lemma 2.1.3, pk 
Q/Qi,N [G] [ḣ � k] ∩ (@n)c = ∅, that is, pk 
Q/Qi,N [G] c 6@n ḣ, which is a
contradiction.

3.3.12 Corollary. LetPδ = 〈Pα, Q̇α〉 be a fsi inM andP′δ = 〈P′α, Q̇′α〉 a fsi inN . Assume that, for any
α < δ, ifPαlM P′α andP′α forces (inN ) (?, Q̇α, Q̇

′
α,M

Pα , NP′α ,@, c). Then, (?,Pα,P
′
α,M,N,@, c)

holds for any α ≤ δ.

3.4 Theorems of preservation for template iterations

We show how can we get preservation results as in Section 3.1 for iterations along a template. Consider
Context 3.1.1 and fix θ an uncountable regular cardinal.

3.4.1 Theorem. Consider 〈L, Ī〉 an indexed template and P�L a corresponding template iteration such
that it is θ-cc and ν ≤ θ is an uncountable cardinal such that

(i) for all B ∈ [L]<ν , I�B has size < ν,

(ii) for all A ∈ I, every condition and name for a real in P�A has a support of size < ν and

(iii) for all x ∈ L and B ∈ Ix, 
P�B Q̇Bx is θ-@-good.

Then, P�L is θ-@-good. Moreover, if L′ is an initial segment of L such that ∀x ∈ Lr L′(L′ ∈ Îx), then
P�L′ forces that P�L/P�L′ is θ-@-good.

Proof. We prove, by induction on Υ(A) with L′ ⊆ A, that P�L′ forces that P�A/P�L′ is θ-@-good. We
may assume that L′ ( A. Proceed by cases.

(1) A has a maximum x and Ax = A ∩ Lx ∈ Îx. By Lemma 1.2.3, P �A/P �L′ is equivalent to
(P�Ax/P�L′) ∗ Q̇Axx , so it is θ-@-good by Lemma 3.1.8 and induction hypothesis.

(2) A has a maximum x but Ax /∈ Îx. Then, P�A = limdirB∈AP�B where A := {B ⊆ A / B ∩ Lx ∈
Ix�A and L′ ⊆ B}. Let ḣ ∈ V be a P�A-name for a real. If there exists a B ∈ A such that ḣ is a
P�B-name then, in V ′, any witness of goodness of P�B/P�L′ for ḣ is also a witness of goodness
of P�A/P�L′, this because P�B/P�L′ is a complete suborder of P�A/P�L′ by Lemma 2.1.3. So
assume that ḣ is not a P�B-name for any B ∈ A. By (ii), there is C ∈ [A r L′]<ν such that ḣ is a
P�(L′ ∪ C)-name with x ∈ C. As L′ ∈ Îx, note that

C :=
{
D ⊆ L′ ∪ C / L′ ⊆ D and D ∩ Lx ∈ Ix�(L′ ∪ C)

}
⊆
{
B ∩ (L′ ∪ C) / B ∈ A

}
⊆
{
L′ ∪ E / E ⊆ C and E ∩ Lx ∈ Ix�C

}
.

and C is cofinal in the latter. As µ := |I �C| < ν by (i), this equation implies that |C| ≤ µ,
so enumerate C := {Dα / α < µ} where each Dα = Bα ∩ (L′ ∪ C) with some Bα ∈ A. Note
also that (L′ ∪ C) ∩ Lx /∈ C (if so, there exists a B ∈ A such that L′ ∪ C ⊆ B, so ḣ would be
a P �B-name, which is false), so P � (L′ ∪ C) = limdir {P�Dα / α < µ} and, by Lemma 2.1.6,
P�(L′ ∪ C)/P�L′ = limdir {P�Dα/P�L′ / α < µ}. By induction hypothesis, as P�Dα/P�L′ is a
complete suborder of P�Bα/P�L′, then both are θ-@-good for any α < µ. Therefore, by Theorem
3.1.9, P�(L′ ∪ C)/P�L′ is θ-@-good. Any family of reals that witnesses this goodness for ḣ works
for the goodness of P�A/P�L′ for ḣ.
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(3) A does not have a maximum element. So P�A = limdirB∈BP�B where B := {B ∈ Ix�A / x ∈
A and L′ ⊆ B}. Let ḣ a P�A-name for a real. If there is no B ∈ B such that ḣ is a P�B-name,
proceed to find C ⊆ A r L′ of size < ν such that ḣ is a P�(L′ ∪ C)-name and, without loss of
generality, assume that C doesn’t have a maximum. Proceed exactly as in the previous case.

3.4.2 Remark. Shelah’s models ([S04], see also [Br02]) for the consistency of d < a with ZFC use
template iterations like in Example 2.4.3 where LC = ∅ and Sx = D for every x ∈ LS = L. By Lemma
3.2.7, the conditions of Theorem 3.4.1 with θ = ℵ1 and @=∝ hold for those template iterations and,
thus, s = ℵ1 in the generic extension. Therefore, if ℵ1 < µ < λ are regular cardinals and λω = λ, there
is a model of ZFC that satisfies s = ℵ1 < b = d = µ < a = c = λ.

3.4.3 Theorem. Consider 〈L, Ī〉 an indexed template and P�L a corresponding template iteration such
that it is ccc and, for any A ⊆ L.

(i) whenever A has a maximum x and A∩Lx /∈ Îx, if ḣ is a P�A-name for a real, then there exists an
increasing sequence 〈Bn〉n<ω in BA := {B ⊆ A / B ∩ Lx ∈ Ix�A} such that ḣ is a P�C-name
for a real, where C :=

⋃
n<ω Bn, and P�C = limdirn<ωP�Bn,

(ii) whenever A does not have a maximum and ḣ is a P �A-name for a real, then there exists an
increasing sequence 〈Bn〉n<ω in BA := {B ⊆ A / ∃x∈A(B ∈ Ix�A)} like in (i), and

(iii) for all x ∈ L and B ∈ Îx, 
P�B Q̇Bx is θ-@-good.

Then, P�L is θ-@-good.

Proof. By induction on Υ(A). Proceed by cases.

(1) A has a maximum x and Ax = A ∩ Lx ∈ Îx. Use Lemma 3.1.8.

(2) A has a maximum x but Ax /∈ Îx. If ḣ is a P �A-name for a real, use (i) to find 〈Bn〉n<ω and
C. Then, by induction hypothesis and Theorem 3.1.9, P�C is θ-@-good. Any family of reals that
witnesses this goodness for ḣ also works for P�A.

(3) A does not have a maximum. Proceed like in case (2) and use (ii).

3.4.4 Corollary. Consider a template iteration given by the template I for a fsi (see Example 2.4.2)
where all the names for posets involved correspond to ccc forcing notions. Then, conditions (i) and
(ii) of Theorem 3.4.3 hold, moreover, (i) is irrelevant because, whenever A ⊆ L have a maximum x,
A ∩ Lx ∈ Îx.

To finish this section, we prove a result that states that reals added at certain stage of an iteration
cannot be added at other stages. To see this, we give a more general result.

3.4.5 Theorem. In a (ground) model V of ZFC, let P�〈L, Ī〉 be a template iteration. Fix x ∈ L such
that Lx ∈ Ix, let ċ be a P�(Lx ∪ {x})-name for a real and assume that P�(Lx ∪ {x}) forces that ċ is
@-unbounded over V P�Lx . If

(i) for any y ∈ L, ifB ∈ Îy and Lx∪{x} ⊆ B, then
P�B (?, Q̇
Br{x}
y , Q̇By , V

P�(Br{x}), V P�B,@, ċ),

then, P�L forces that ċ is @-unbounded over V P�(Lr{x}).

Proof. Put L̄x = Lx ∪ {x}. Let G be P�L̄x-generic over V . Put M = V [G ∩ P�Lx] and N = V [G].
We prove, by induction on Υ(A) with L̄x ⊆ A and A ∈ V , that (?,P�(A r {x})/P�Lx,P�A/P�
L̄x,M,N,@, c). Proceed by cases.
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(1) A has a maximum y andAy = A∩Ly ∈ Îy. We may assume that x < y. Clearly,Ayr{x} ∈ Îy. By
(i), P�Ay forces (?, Q̇

Ayr{x}
y , Q̇

Ay
y , V P�(Ayr{x}), V P�Ay ,@, ċ), so inductive hypothesis and Lemma

3.3.10 implies (?,P�(Ar {x})/P�Lx,P�A/P�L̄x,M,N,@, c).

(2) A has a maximum y but Ay /∈ Îy. Clearly, x < y. With B = {B ⊆ A / B ∩ Lx ∈ Ix�A and L̄x ⊆
B}, P�A = limdirB∈BP�B and P�A r {x} = limdirB∈BP�(B r {x}), so the same applies with
quotients with P�L̄x and P�Lx, respectively. Moreover, if B ⊆ B′ are in B, by Lemma 2.1.4 〈P�
Br{x}/P�Lx,P�B′r{x}/P�Lx,P�B/P�L̄x,P�B′/P�L̄x〉 is a correct system with respect to M .
Thus, by induction hypothesis and Theorem 3.3.11, (?,P�(Ar{x})/P�Lx,P�A/P�L̄x,M,N,@, c)
holds.

(3) A does not have a maximum. Proceed exactly as in the previous case.

3.4.6 Corollary. In a (ground) model V of ZFC, letP�〈L, Ī〉 be a template iteration as in Example 2.4.3
such that, for every x ∈ LS and B ∈ Îx, P�B forces that Q̇Bx is @-good. Let x ∈ L such that Lx ∈ Ix,
ċ a P�(Lx ∪ {x})-name for a real and assume that P�(Lx ∪ {x}) forces that ċ is @-unbounded over
V P�Lx . Then, P�L forces that ċ is @-unbounded over V P�(Lr{x}).

Proof. By Lemmas 3.3.8 and 3.3.9, this iteration satisfies condition (i) of Theorem 3.4.5.

3.4.7 Corollary. In a (ground) model V of ZFC, let P�〈L, Ī〉 be a template iteration as in Example
2.4.3. Let x ∈ L such that Lx ∈ Ix, ċ a P�(Lx ∪ {x})-name for a real and assume that P�(Lx ∪ {x})
forces that ċ /∈ V P�Lx . Then, P�L forces that ċ /∈ P�(Lr {x}).

Proof. Use Corollary 3.4.6 with @ as =∗ (see Example 3.2.21) and Lemma 3.2.22.
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CHAPTER 4

APPLICATIONS OF TEMPLATE
ITERATIONS

This section includes the proof of some main results of this dissertation. We first show how to extend
Blass’s argument [Bl89] to get larger values of g in models constructed by template iterations. The other
result is to force s < κ < b < a with a poset constructed by ultrapowers of template iterations, where κ
is a measurable cardinal in the ground model and s is allowed to take any arbitrary uncountable regular
value below κ.

In Section 4.1, we show how to extend Blass’s result about g and how to use it in template iterations
for fsi (see Example 2.4.2). Here, we use fsi techniques from [Br91] to force values for some cardinal
invariants of Section 1.4. In Section 4.2, we explain Shelah’s approach [S04] of forcing with ultrapowers
of a poset by a measurable cardinal. We use this for the construction with ultrapowers of the model of
s < κ < b < a with κ measurable in Section 4.3.

4.1 Models with finite support iterations

Recall the following known result about the construction of models with small g.

4.1.1 Lemma ([Bl89], see also [Br10, Lemma 1.17]). Let θ be an uncountable regular cardinal, 〈Vα〉α≤θ
an increasing sequence of transitive models of ZFC such that

(i) [ω]ω ∩ (Vα+1 r Vα) 6= ∅,

(ii) 〈[ω]ω ∩ Vα〉α<θ ∈ Vθ and

(iii) [ω]ω ∩ Vθ =
⋃
α<θ[ω]ω ∩ Vα.

Then, in Vθ, g ≤ θ.

Proof. In Vθ, for α < θ let Cα = {x ∈ [ω]ω / ¬∃a∈[ω]ω∩Vα(a ⊆∗ x)}. By (iii),
⋂
α<θ Cα = ∅, so it is

enough to prove that each Cα is groupwise-dense ((ii) implies that 〈Cα〉α<θ ∈ Vθ). ⊆∗-closed is clear.
Let 〈In〉n<ω be an interval partition of ω. By (iii), we can find β ∈ [α, θ) such that 〈In〉n<ω ∈ Vβ .

In Vβ , consider F a perfect a.d. family, e.g., by identifying ω with 2<ω, F is the family of subsets of
the form af = {f�k / k < ω}. Let M be a mad family extending F . Now, in Vβ+1, any set of the form
af with f ∈ 2ω ∩Vβ+1rVβ has finite intersection with any member of M because, for any x ∈M rF ,
the statement “∀f∈2ω(|af ∩ x| < ℵ0)” is Π1

1. By (i), choose such an f and put z =
⋃
n∈af In. We show

that z ∈ Cβ , which implies that z ∈ Cα. Towards a contradiction, assume that there is an a ∈ [ω]ω ∩ Vβ
that is almost contained in z. Put d = {n < ω / a ∩ In 6= ∅}. Clearly, d ∈ Vβ and, as a ⊆∗ z, d ⊆∗ af ,
so d is almost disjoint from M where M is mad in Vβ , a contradiction.
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For the following results, fix uncountable regular cardinals µ1 ≤ µ2 ≤ µ3 ≤ ν and a cardinal λ ≥ ν.
Also, products of the form αγ denote ordinal product.

4.1.2 Theorem. If λ<µ3 = λ, then it is consistent with ZFC that add(N ) = µ1, cov(N ) = µ2, p = s =
g = µ3, non(N ) = r = c = λ and that one of the following statements hold.

(a) non(M) = µ3 and cov(M) = λ.

(b) add(M) = cof(M) = ν.

(c) b = µ3, non(M) = cov(M) = ν and d = λ.

Proof. (a) Consider 〈L = λ, Ī〉 the template corresponding to a fsi of length λ (see Example 2.3.4). For
each α < λ enumerate [α]<µ3 := {Cα,β}β<λ. Fix a bijection g : λ → λ3 such that g−1(α, β, γ) ≥
α, β, γ for any α, β, γ < λ. Consider a template iteration P�〈λ, Ī〉 as in Example 2.4.3 such that
LS = {ξ < λ / ∃δ(ξ = 4δ)}, Sξ = C for ξ ∈ LS and, for each ξ ∈ LC , if ξ = 4δξ + rξ with
0 < rξ < 4 and g(δξ) = (α, β, γ), then

• Cξ := Cα,β .

• {Ȧα,β,η}η<λ is an enumeration of the P�Cα,β-names for all the suborders of A of size < µ1.

• {Ḃα,β,η}η<λ is an enumeration of the P�Cα,β-names for all the suborders of B of size < µ2.

• {Ḟα,β,η}η<λ is an enumeration of the P�Cα,β-names for all the filter bases of size < µ3.

• If rξ = 1, then Q̇ξ = Ȧα,β,γ .

• If rξ = 2, then Q̇ξ = Ḃα,β,γ .

• If rξ = 3, then Q̇ξ = MḞα,β,γ .

By Lemma 2.4.7, P�L is ccc and every name of a real has a support of size < µ3. Also, by Theorem
3.4.3, Lemmas 3.1.7, 3.2.13, 3.2.19 and Corollary 3.2.18, P �L is µ1-∈∗

H̄
-good, µ2-tĪ -good and

µ3-P-good. We prove that P�L forces the following.

• add(N ) = µ1. To force ≥, let {Ṅη}η<µ be a sequence of P �L-names of Borel null sets
with µ < µ1. Then, there is an α < λ such that all the Ṅη (η < µ) are P�α-names (i.e.,
their Borel codes), so we can find a β < λ such that these are P �Cα,β-names. Step into
V P�Cα,β . Find a model M of a large finite amount of ZFC such that {Nη / η < µ} ⊆ M and
|M | ≤ µ. Now, back in V , find γ < λ such that Ȧα,β,γ is a P�Cα,β-name for AṀ . Thus, with
ξ = 4g−1(α, β, γ) + 1, P�(Cα,β ∪ {ξ}) adds a Borel null set that covers all the null sets in Ṁ ,
in particular, it covers {Ṅη / η < µ}.
To force add(N ) ≤ µ1, note that P�µ1 adds a µ1-∈∗h-unbounded family of Cohen reals of size
µ1 by Lemma 3.1.12. Also, this unbounded family is preserved in the P�L extension because
P�L/P�µ1 is forced by P�µ1 to be µ1-∈∗

H̄
-good by Theorem 3.4.3 and the fact that P�L/P�µ1

is equivalent to a template iteration corresponding to a fsi on [µ1, λ). Therefore, P�L forces
add(N ) = b∈∗

H̄
≤ µ1.

• cov(N ) = µ2. Similar argument as before, but use the small suborders of B of the iteration
and use µ2-tĪ -goodness to force cov(N ) ≤ btĪ ≤ µ2 (see Lemma 3.2.12).

• p = non(M) = µ3. To force µ3 ≤ p use the Mathias posets with small filter bases of the
iteration like before. To force non(M) ≤ µ3, use µ3-P-goodness.

• cov(M) = c = λ. As |P �L| ≤ λ and λω = λ, then c ≤ λ is clearly forced. To force
λ ≤ cov(M) note that, for any regular cardinal κ such that µ3 ≤ κ ≤ λ, P �κ adds a κ-
P-unbounded family (by Lemma 3.1.12) that is preserved until the P�L-extension. Then, by
Lemma 3.1.4, P�L forces κ ≤ dP = cov(M). As this is true for any such regular κ, this
implies λ ≤ cov(M) in the P�L-extension.
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• g = µ3. As p ≤ g, we only need to force g ≤ µ3. Consider a partition {Aη}η<µ3 of λ such
that each Aη has size λ an intersects LS . For each η < µ3, put Eη =

⋃
ξ<η Aξ. Now, if G is

P�L-generic over V , in Wµ3 = V [G] let Wη = V [G ∩ P�Eη] for each η < µ3. It is enough to
see that the conditions of Lemma 4.1.1 hold for the sequence {Wη}η≤µ3 . Conditions (ii) and
(iii) follow from the fact that, in V , P�L = limdirη<µ3P�Eη, this because any condition in
P�L has a support of size < µ3. To see (i), in V , let ξ ∈ Aη ∩ LS = (Eη+1 r Eη) ∩ LS , so
P�((Eη ∩ ξ) ∪ {ξ}) adds a Cohen real over V P�(Eη∩ξ) and, by Corollary 3.4.7, this new real
does not belong to V P�Eη = Wη.

(b) Let 〈L = λν, Ī〉 be the template corresponding to a fsi of length λν. Fix a bijection h : λ→ λ×λ×3
and, for each α < ν, enumerate [λα]<µ3 := {Cα,β}β<λ. Perform a template iteration P�〈L, Ī〉 such
that LS = {λα + 2η / α < ν, η < λ}, Sξ = D for each ξ ∈ LS and, for each ξ ∈ LC , if
ξ = λα+ 2η + 1 for some α < ν, η < λ and h(η) = (β, γ, r), then

• Cξ := Cα,β

• {Ȧα,β,η}η<λ is an enumeration of the P�Cα,β-names for all the suborders of A of size < µ1.

• {Ḃα,β,η}η<λ is an enumeration of the P�Cα,β-names for all the suborders of B of size < µ2.

• {Ḟα,β,η}η<λ is an enumeration of the P�Cα,β-names for all the filter bases of size < µ3.

• If r = 0, then Q̇ξ = Ȧα,β,γ .

• If r = 1, then Q̇ξ = Ḃα,β,γ .

• if r = 2, then Q̇ξ = MḞα,β,γ .

As in (a),P�L is ccc and every name of a real has a support of size< µ3. Also, by Theorem 3.4.3 and
Lemmas 3.1.7, 3.2.13, 3.2.18 and 3.2.7, P�L is µ1-∈∗

H̄
-good, µ2-tĪ -good and µ3-∝-good. Similar

arguments from (a) show that P�L forces add(N ) = µ1, cov(N ) = µ2, p = g = µ3 and c ≤ λ. We
show that P�L forces the following.

• s ≤ µ3. P�µ3 adds a µ3-∝-unbounded family that is preserved in P�L by µ3-∝-goodness. So,
in the final extension, s = b∝ ≤ µ3.

• λ ≤ non(N ). By Lemma 3.1.12, if κ is regular and µ3 ≤ κ ≤ λ, P�κ adds a κ-tĪ -unbounded
family that is preserved in the P�L-extension. Therefore, κ ≤ dtĪ ≤ non(N ) is true in that
extension for any such regular κ. Therefore, λ ≤ non(N ).

• λ ≤ r. Same argument as before, but use µ3-∝-goodness and κ-∝-unbounded families.

• add(M) = cof(M) = ν. As P�L = limdirα<νP�λα, by Lemma 3.1.12, it adds a ν-P-
unbounded family of Cohen reals, which make non(M) ≤ ν ≤ cov(M). We are left to prove
ν ≤ b and d ≤ ν. Indeed, P�λ(α+ 1) adds a dominating real ḋα over V P�α for any α < ν, so
it is easy to see, in the P�L-extension, that {ḋα / α < ν} is a dominating family and that any
family of reals of size < ν can be dominated by some ḋα.

(c) Use the same template, bijection and enumerations of subsets of size < µ3 as in (b). Perform a
template iteration P�〈L, Ī〉 such that LS = {λα + 2η / α < ν, η < λ}, Sξ = E for each ξ ∈ LS
and, for each ξ ∈ LC , if ξ = λα+ 2η + 1 for some α < ν, η < λ and h(η) = (β, γ, r), then

• Cξ := Cα,β

• {Ȧα,β,η}η<λ is an enumeration of the P�Cα,β-names for all the suborders of A of size < µ1.

• {Ḃα,β,η}η<λ is an enumeration of the P�Cα,β-names for all the suborders of B of size < µ2.

• {Ḟα,β,η}η<λ is an enumeration of the P�Cα,β-names for all the filter bases of size < µ3.

• If r = 0, then Q̇ξ = Ȧα,β,γ .

• If r = 1, then Q̇ξ = Ḃα,β,γ .

• if r = 2, then Q̇ξ = MḞα,β,γ .
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With the same techniques as before, P�L forces the desired statements. Just notice that, to force
b, s ≤ µ3 and λ ≤ d, r, we should use that P�L is µ3-B-good.

The same type of argument as in the previous proof leads to the following results.

4.1.3 Theorem. Assume λ<µ2 = λ. It is consistent with ZFC that add(N ) = µ1, p = b = s = g = µ2,
cov(N ) = non(M) = cov(M) = non(N ) = ν and d = r = c = λ.

Proof. As in the proof of Theorem 4.1.2, perform a fsi (as a template iteration) of length λν alternating
between B, C, suborders of A of size < µ1 and MF with filter base F of size < µ2 such that we use a
book-keeping for the small posets.

4.1.4 Theorem. Assume λ<µ1 = λ. It is consistent that p = g = µ1, cov(N ) = add(M) = cof(M) =
non(N ) = ν and c = λ and that one of the following statements hold.

(a) add(N ) = µ1 and cof(N ) = λ.

(b) add(N ) = cof(N ) = ν.

Proof. (a) Perform a fsi (as a template iteration) of length λν alternating between B, D, suborders of
A of size < µ1 and MF with filter base F of size < µ1 with a book-keeping to track all the small
posets.

(b) Perform a fsi (as a template iteration) of length λν alternating between LOCh and MF with filter
base F of size < µ1 with a book-keeping to track all the small posets.

In this last result we do not know how to obtain values for s, r and u. For example, in (a) we would
like to obtain s ≤ µ1 and λ ≤ r, but the preservation properties related to s (and r) that we know so far
do not work for B and D at the same time, i.e., D is ∝-good but B is not and, although B is B-good, D
is not because it adds dominating reals.

4.2 Forcing with ultrapowers

We present some facts, introduced by Shelah [S04] (see also [Br02] and [Br07]) about forcing with
the ultrapower of a ccc poset by a measurable cardinal. Fix a measurable cardinal κ and a κ-complete
ultrafilter D on κ.

Fix a poset P. For notation, if p ∈ Pκ, denote pα = p(α). For p, q ∈ Pκ say that p ≤D q iff pα ≤ qα
for D-many α. The poset Pκ/D, ordered by p̄ ≤ q̄ iff p ≤D q, is the D-ultrapower of P.

4.2.1 Lemma (Shelah [S04], see also [Br02, Lemma 0.1]). Consider i : P→ Pκ/D defined as i(r) = r̄
where rα = r for all α < κ. Then, i is a complete embedding iff P is κ-cc.

Proof. It is clear that i is increasing and that preserves incompatibilities. If {rα / α < λ} is a maximal
antichain in P with λ ≥ κ, put p := 〈rα〉α<κ and note that p̄ ⊥ i(rα) for all α < λ. This proves (⇒ ).

To see the converse, let A ⊆ P be a maximal antichain and p̄ ∈ Pκ/D. For each α < κ choose an
rα ∈ A such that pα ‖ rα. As |A| < κ, by κ-completeness of D we can find an r ∈ A such that rα = r
for D-many α. Therefore, p̄ ‖ i(r).

4.2.2 Lemma (Shelah [S04], see also [Br02, Lemma 0.2]). If µ < κ and P is µ-cc, then Pκ/D is also
µ-cc. The same holds for µ-Knaster, µ-centered and µ-linked in place of µ-cc.

Proof. We prove the lemma for the case of µ-cc. Let {p̄ξ / ξ < µ} be an antichain in Pκ/D. For distinct
ξ, ξ′ < µ let Aξ,ξ′ := {α < κ / pξα ⊥ pξ

′
α } ∈ D. As there are < κ-many such Aξ,ξ′ , their intersection is

in D. So, if α < κ is in such intersection, then {pξα / ξ < µ} is an antichain in P of size µ.
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Fix a ccc poset P. We analyze how Pκ/D-names for reals looks like in terms of P-names of reals.
For reference, consider ωω. First we show how to construct a Pκ/D-name from a sequence 〈ḟα〉α<κ
of P-names of reals. For each α < ω and n < ω, let {pn,jα / j < ω} be a maximal antichain in P
and knα : ω → ω a function such that pn,jα 
 ḟα(n) = knα(j) for all j < ω. Put pn,j = 〈pn,jα 〉α<κ
and note that, for n < ω, {p̄n,j / j < ω} is a maximal antichain in Pκ/D by ω1-completeness of
D. Also, as c < κ, there exists a D ∈ D and, for each n < ω, a function kn : ω → ω such that
knα = kn for all α ∈ D. Define ḟ = 〈ḟα〉α<κ/D the Pκ/D-name for a real such that, for any n, j < ω,
p̄n,j 
 ḟ(n) = kn(j). Note that, if 〈ġα〉α<κ is a sequence of P-names of reals and 
P ḟα = ġα for
D-many α, then 
Pκ/D ḟ = ġ where ġ = 〈ġα〉α<κ/D.

We show that any Pκ/D-name ḟ for a real can be described in this way. For each n < ω, let
An := {p̄n,j / j < ω} be a maximal antichain in Pκ/D and kn : ω → ω such that p̄n,j 
 ḟ(n) = kn(j).
By κ-completeness of D, we can find D ∈ D such that, for all α ∈ D, {pn,jα / j < ω} is a maximal
antichain in P for any n < ω. Let ḟα be the P-name of a real such that pn,jα 
P ḟα = kn(j). For
α ∈ κ r D just choose any P-name ḟα for a real, so we get that 
Pκ/D ḟ = 〈ḟα〉α<κ/D. This
characterization of Pκ/D-names of reals is very useful to get consistency results about reals by using
ultrapowers of posets. The next two results are consequences of this characterization that are very useful
for the applications in Section 4.3.

4.2.3 Lemma. Fix m < ω and a Σ1
m property ϕ(x) of reals. Let 〈ḟα〉α<κ be a sequence of P-names of

reals and put ḟ = 〈ḟα〉α<κ/D. Then, for p̄ ∈ Pκ/D, p̄ 
 ϕ(ḟ) iff pα 
P ϕ(ḟα) for D-many α.

Proof. This is proved by induction on m < ω. Recall that Σ1
0 = Π1

0 corresponds to the pointclass of
closed sets. Thus, if ϕ(x) is a Σ1

0-property of reals, there exists a tree T ⊆ ωω such that, for x ∈ ωω,
ϕ(x) iff x ∈ [T ] := {z ∈ ωω / ∀k<ω(z�k ∈ T )}.

As in the previous discussion choose, for each n < ω, a maximal antichain {p̄n,j / j < ω} on
Pκ/D and a function kn : ω → ω such that p̄n,j 
 ḟ(n) = kn(j) and pn,jα 
 ḟα(n) = kn(j) for
D-many α. First, assume that pα 
 fα ∈ [T ] for D-many α and fix k < ω. If q̄ ≤ p̄, we can find a
decreasing sequence {q̄i}i≤k and a t ∈ ωk such that q̄0 = q̄ and q̄i+1 ≤ p̄i,t(i) for any i < k. Therefore,
q̄k 
 ḟ�k = kn ◦ t and, for D-many α, qkα 
 ḟα�k = kn ◦ t, so kn ◦ t ∈ T .

Now, assume that pα 6
 fα ∈ [T ] for D-many α. Without loss of generality, we may assume that
there is a k < ω such that pα 
 ḟα�k /∈ T for D-many α. To prove p̄ 
 ḟ �k /∈ T repeat the same
argument as before, but note that this time we get kn ◦ t /∈ T .

For the inductive step, assume that ϕ(x) is Σ1
m+1, so ϕ(x)⇔ ∃y∈ωωψ(x, y) where ψ(x, y) is some

Π1
m(ωω × ωω)-statement (notice that, if this theorem is valid for all Σ1

m-statements, then it is also valid
for Π1

m). First assume that pα 
 ∃z∈ωωψ(ḟα, z) for D-many α and, for those α, choose a P-name ġα
such that pα 
 ψ(ḟα, ġα). By induction hypothesis, p̄ 
 ψ(ḟ , ġ) where ġ = 〈ġα〉α<κ/D. The converse
is also easy.

To finish this section, we prove that forcing with the ultrapower Pκ/D of a ccc poset P destroys the
maximality of big mad families in the P-extension.

4.2.4 Lemma (Shelah [S04], see also [Br02, Lemma 0.3]). Let Ȧ be a P-name of a ad family such that

P |Ȧ| ≥ κ. Then, 
Pκ/D Ȧ is not maximal.

Proof. Let r ∈ P and λ ≥ κ be a cardinal such that r 
P Ȧ = {Ȧξ / ξ < λ}. Put Ȧ = 〈Ȧα〉α<κ/D
(this can be defined in a similar way by associating the characteristic function to each set), and show that
it is a Pκ/D-name of an infinite subset of ω and i(r) 
 ∀ξ<λ(|Ȧξ∩ Ȧ| < ℵ0). But this is straightforward
from Lemma 4.2.3.

4.3 A model with a large

This section is devoted to the proof of the following result.
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4.3.1 Theorem. Let κ be a measurable cardinal, θ < κ < µ < λ uncountable regular cardinals such
that θ<θ = θ and λκ = λ. Then, there exists a ccc poset that forces s = θ < κ < b = d = µ <
a = c = λ. Moreover, there is such a poset that also forces add(N ) = cov(N ) = p = g = θ,
add(M) = cof(M) = µ and non(N ) = r = λ.

Fix D a non-principal κ-complete ultrafilter on κ.

4.3.2 Definition (Appropriate template iteration). A template iteration P�〈L, I〉 is appropriate (for the
proof of Theorem 4.3.1) if the following conditions hold.

(I) λµ ⊆ L is cofinal in L, |L| = λ and 0 = min(L).

(II) Every x ∈ L has an immediate successor and, for α ∈ λµ, α+ 1 is the immediate successor of α.

(III) If γ ∈ λµ is a limit ordinal of cofinality 6= κ, then γ = supL {α ∈ λµ / α < γ}.

(IV) L is partitioned into four disjoint sets LH , LA, LF and LT .

(V) |LH ∩ [λξ, λ(ξ + 1)) ∩Ord| = λ for any ξ < µ.

(VI) For each α ∈ λµ, Lα ∈ Iα.

(VII) If X ∈ [L]<θ, then |I�X| < θ.

(VIII) For x ∈ LH and B ∈ Îx, Q̇Bx is a P�B-name for DV
P�B

.

(IX) For x ∈ LA there is a fixed Cx ∈ Îx of size < θ and a P�Cx-name Ȧx of a suborder of A of size
< θ such that, for every B ∈ Îx,

Q̇Bx =

{
Ȧx if Cx ⊆ B,
1̇ otherwise.

(X) For x ∈ LF there is a fixed Cx ∈ Îx of size < θ and Ḟx a P�Cx-name for a filter base on ω of size
< θ such that, for every B ∈ Îx,

Q̇Bx =

{
MḞx if Cx ⊆ B,
1̇ otherwise.

(XI) For x ∈ LT and B ∈ Î, Q̇Bx is the trivial forcing.

(XII) Given Ṙ a P �L-name for a subalgebra of A of size < θ, there exists an x ∈ LA such that

P�L Ṙ = Ȧx.

(XIII) Given Ḟ a P �L-name for a filter base on ω of size < θ, there exists an x ∈ LF such that

P�L Ḟ = Ḟx.

Notice that an appropriate template iteration P�〈L, I〉 satisfies the hypothesis of Lemma 2.4.7, so
it has the Knaster condition and the support of each condition and of each name of a real has size < θ.
Therefore, by Theorem 3.4.1 and Lemmas 3.1.7, 3.2.13 and 3.2.7, P�L is θ-tĪ -good and θ-∝-good.
Similar as in the proof of Theorem 4.1.2(b), we show that P�L forces add(N ) = cov(N ) = p = g =
s = θ, add(M) = cof(M) = µ and non(N ) = r = c = λ.

• θ ≤ add(N ). Let G be P�L-generic over V . In V [G], let {Nη / η < ν} be a family of Borel null
sets with ν < θ. Let M be a model of a finite large amount of ZFC such that it contains the codes
of all the Nη (η < ν) and |M | ≤ ν. Back in V , by (XII), P�L forces that AṀ = Ȧx for some
x ∈ LA, so P�Cx ∗ Ȧx adds a Borel null set that covers all the Borel null sets in Ṁ , in particular,
it covers {Ṅη / η < ν}.
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• θ ≤ p. Similar argument as before, but use (XIII).

• cov(N ) ≤ θ. By (V), find α < λ minimal such that |LH ∩ α| = θ. Notice that cf(α) = θ and,
by (III), P�Lα = limdirε<αP�Lε. Then, by Lemma 3.1.12, P�Lα adds a θ-tĪ -unbounded family
of size θ that is preserved in P�L because P�L/P�Lα is θ-tĪ -good by Theorem 3.4.1. Therefore,
cov(N ) ≤ btĪ ≤ θ is true in the P�L-extension.

• s ≤ θ. Same argument as before, but adding a θ-∝-unbounded family.

• g ≤ θ. By (V), find an increasing sequence {Eα}α<θ of subsets of L such that its union is L and,
for each α < θ, LH ∩ λµ ∩ Eα+1 r Eα 6= ∅. Let G be P�L-generic over V and put Wθ = V [G]
andWα = V [G∩P�Eα] for any α < θ. It is enough to show that {Wα}α≤θ satisfies the conditions
of Lemma 4.1.1. Conditions (ii) and (iii) hold because, in V , P�L = limdirα<θP�Eα. To see (i),
choose a β ∈ LH ∩ λµ ∩Eα+1 rEα and note that P�((Eα ∩ Lβ) ∪ {β}) adds a Cohen real over
V P�(Eα∩Lβ) so, by Corollary 3.4.7 and (VI), that real does not belong to V P�Eα = Wα.

• λ ≤ r. By (V), P�Lλ = limdirα<λP�Lα, so it adds a λ-∝-unbounded family of size λ that is
preserved in the P�L-extension. Therefore, λ ≤ d∝ = r in that extension.

• λ ≤ non(N ). A similar argument like before, but adding a λ-tĪ -unbounded family.

• c ≤ λ. As θω = θ, by (VII), for any X ∈ [L]<θ it is easy to see, by induction on Z ∈ I�X , that
|P�Z| ≤ θ, so |P�X| ≤ θ. Then, as P�L = limdirX∈[L]<θP�X , its cardinality is ≤ λ because
λκ = λ. Thus, it forces c ≤ λ.

• add(M) = cof(M) = µ. P�L = limdirξ<µP�Lλξ and, by (V), P�Lλξ+1 add a dominating real ḋξ
over V P�Lλξ . P�L forces that {ḋξ / ξ < µ} is a dominating family and that any family of reals of
size < µ is bounded by some ḋξ, which implies µ ≤ b ≤ d ≤ µ. On the other hand, by Lemma
3.1.12, P�L adds a µ-P-unbounded family of size µ, so it forces non(M) ≤ µ ≤ cov(M).

Therefore, to prove Theorem 4.3.1, it is enough to construct an appropriate template iteration that
forces a ≥ λ. This will be done by constructing a chain of appropriate template iterations of length λ
such that the inductive step is done by taking ultrapowers (so we can use Lemma 4.2.4 to force a to be
large). Before proceeding with this construction, we explain how we deal with the inductive and limit
steps for the construction of that chain.

Fix an appropriate template iterationP�〈L, I〉. Recall from the context of Lemma 2.3.7 the templates
I∗ and I† associated to the ultrapower L∗ of the linear order L. We show how to construct, in a canonical
way, an appropriate template iteration P†�〈L∗, I†〉 that is forcing equivalent to the ultrapower of P�L.

As cf(λµ) = µ > κ, it is easy to note that λµ is still cofinal in L∗. By standard arguments with
ultrapowers, as λκ = λ, conditions (I)-(III) of Definition 4.3.2 are satisfied by L∗. Let L∗H := LκH/D,
L∗A, L∗F and L∗T defined likewise. (IV)-(VII) for 〈L∗, I∗〉 and 〈L∗, I†〉 are clear, the last one by Lemma
2.3.8. Notice that L∗H ∩ L = LH , L∗A ∩ L = LA, L∗F ∩ L = LF and L∗T ∩ L = LT .

4.3.3 Lemma (Ultrapower of a template iteration). There is a template iteration P∗�〈L∗, I∗〉 such that
(VIII)-(XI) hold and, for any Ā = [{Aα}α<κ] ⊆ L∗, there is an onto embedding FĀ :

∏
α<κP�Aα/D →

P∗�Ā such that, for any D̄ = [{Dα}α] ⊆ Ā, FD̄ ⊆ FĀ.

Proof. To define the desired template iteration P∗�〈L∗, I∗〉, it is enough to show how Cx, Ȧx and Ḟx
are defined for (IX) and (X). This is done in parallel with the construction, by recursion on ΥĪ

∗
(Ā), of

the desired onto embeddings.

(IX) For x̄ ∈ L∗A, let C̄x̄ = [{Cxα}α<κ] ∈ Î∗x̄. Define the P∗ � C̄x̄-name Ȧ∗x̄ = 〈Ȧxα〉α<κ in the
following way. By ccc-ness, for D-many α there is a cardinal να < θ such that P�Cxα forces
|Ȧxα | ≤ να. As θ < κ, there is a cardinal ν < θ such that να = ν for D-many α. For those α, let
Ȧxα = {ȧα,ξ / ξ < ν} and ȧ∗ξ = 〈ȧα,ξ〉α<κ/D, which is a

∏
α<κP�Cxα/D-name for a real. But,
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by induction hypothesis, this ultraproduct is equivalent to P∗�C̄x̄ by the function FC̄x̄ , so let Ȧ∗x̄
be a P∗�C̄x̄-name for {ȧ∗ξ / ξ < ν}. By Lemma 4.2.3, P∗�C̄x̄ forces that Ȧ∗x̄ is a suborder of A.

Note that, if x ∈ LA, then C̄x = Cx because |Cx| < θ, so Ȧ∗x = Ȧx.

(X) For x̄ ∈ L∗F , let C̄x̄ = [{Cxα}α<κ] ∈ Î∗x̄. By a similar argument as before and Lemma 4.2.3, we
can define a P∗�C̄x̄-name Ḟ∗x̄ := 〈Ḟxα〉α<κ/D of a filter base on ω of size < θ.

Like before, if x ∈ LF , then C∗x = Cx and Ḟ∗x = Ḟx.

Now, we construct FĀ. Let p̄ ∈ ∏α<κP �Aα/D, that is, pα ∈ P �Aα for D-many α. Let xα :=
max(dom(pα)), so there exists a Bα ∈ Ixα�A such that pα�Lxα ∈ P�Bα and pα(xα) is a P�Bα-name
for a condition in Q̇Bαxα . Let r̄ := 〈pα�Lxα〉α<κ/D and p(x̄) := 〈pα(xα)〉α<κ/D which is a P∗�B̄-name
for a real (by induction hypothesis), where B̄ := [{Bα}α<κ] ∈ I∗x�Ā. By considering cases on (VIII),
(IX), (X) and (XI), by Lemma 4.2.3, p(x̄) is actually a P∗�B̄-name for a condition in Q̇∗B̄x̄ , so define
FĀ(p̄) = FB̄(r̄)̂ 〈p(x̄)〉x̄. Note that this definition does not depend on B̄.

A template iteration P†�〈L∗, Ī†〉 can be defined in a similar way as in the previous proof, so that
P†�Ā is forcing equivalent to

∏
α<κP�Aα/D for any Ā = [{Aα}α<κ] ⊆ L∗. Notice that 〈L∗, Ī†〉 is

a θ-innocuous extension of 〈L∗, Ī∗〉 (Lemma 2.3.7), so, by Lemma 2.4.9, P†�Ā is forcing equivalent to
P∗�Ā.

4.3.4 Lemma. P∗ �〈L∗, Ī∗〉 and P† �〈L∗, Ī†〉 are appropriate template iterations. Moreover, P�A is
forcing equivalent to P∗�A and P†�A for any A ⊆ L.

Proof. It remains to prove conditions (XII) and (XIII) for both iterations. As every set in I†x̄ is contained
in some set in I∗x̄ for any x̄ ∈ L∗, it is enough to consider only the case for Ī∗. As the proof of both
conditions are similar, we only show (XIII). Let ˙̄F be a P∗�L∗-name for a filter base on ω of size < θ.
By ccc-ness, find ν < θ such that ˙̄F is forced to have size ≤ ν and let ˙̄F =

{
˙̄Uε / ε < ν

}
. Each ˙̄Uε

is of the form 〈U̇α,ε〉α<κ/D where each U̇α,ε is a P�L-name for an infinite subset of ω. As ν < θ,

Ḟα :=
{
U̇α,ε / ε < ν

}
is a P �L-name for a filter base for D-many α, so, by (XI), there exists an

xα ∈ LF such that 
P�L Ḟα = Ḟxα . Then, 
P∗�L∗ ˙̄F = Ḟ∗x̄ .
The second part of the proof follows from Lemma 2.4.9 because, for x ∈ L, I∗x �L = I†x �L and

〈L, Ī∗�L〉 is a strongly θ-innocuous extension of 〈L, Ī〉.

Now, we explain how we deal, in general, with the limit step. Let δ ≤ λ be a limit ordinal and
consider a chain {〈Lα, Īα〉}α<δ of templates and appropriate template iterations Pα�〈Lα, Īα〉 with the
following properties for all α < β < δ.

(1) 〈Lβ, Īβ〉 is a strongly θ-innocuous extension of 〈Lα, Īα〉.

(2) For x ∈ Lα, its immediate successor in Lα is the same as in Lβ .

(3) LαH = LβH ∩ Lα, LαA ⊆ L
β
A and LαF ⊆ L

β
F .

(4) If x ∈ LαA, then Cαx = Cβx and 

Pβ�Cβx

Ȧα
x = Ȧ

β
x .

(5) If x ∈ LαF , then Cαx = Cβx and 

Pβ�Cβx

Ḟαx = Ḟβx .

Corollary 2.4.8 implies that Pα�X is a complete suborder of Pβ�X for any X ⊆ Lα.
Consider Lδ and the templates Ī and J̄ as in the context of Lemma 2.3.10. Let LδH =

⋃
α<δ L

α
H , LδA

a set disjoint from LδH that contains
⋃
α<δ L

α
A, LδF a set disjoint from LδH ∪ LδA that contains

⋃
α<δ L

α
F

and LδT = Lδ r (LδH ∪ LδA ∪ LF ). Properties (I)-(V) are straightforward for Lδ, moreover, properties
(1)-(3) hold for any α < δ by replacing β by δ and for both templates Ī and J̄ . (VII) also holds for both
templates because of Lemma 2.3.11. Nevertheless, (VI) holds for J̄ but it need not hold for Ī.
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We show how to define template iterations Pδ0�〈Lδ, Ī〉 and Pδ1�〈Lδ, J̄ 〉 such that they are close to be
appropriate and have nice agreement with the template iterations Pα�〈Lα, Īα〉 for α < δ. We just need
to be specific about (IX) and (X) in order to define the iterations. In the case of Ī, for x ∈ LδA ∪ LδF , if
there is some α < δ such that x ∈ LαA ∪ LαF , let Cδx := Cαx and Ȧδ

x = Ȧα
x or Ḟδx = Ḟαx , depending on

the case. Otherwise, choose Cδx and Ȧδ
x or Ḟδx freely.

For this to be defined, it is necessary to proceed inductively and guarantee that, for each α < δ,
Pα �X is a complete suborder of Pδ0 �X for any X ⊆ Lα, but this can be done along the way using
Corollary 2.4.8. Notice that (4) and (5) hold in this case by replacing β by δ (for Pδ0�C

δ
x).

Pδ1�〈Lδ, J̄ 〉 is defined in the same way by just ensuring to make the same choices of Cδx, Ȧδ
x and Ḟδx

as for Ī. The same conclusions as in the previous case hold in the same way. However, it is not always
the case that properties (XII) and (XIII) hold, moreover, they will depend on the particular “free” choices
of Cδx, Ȧδ

x and Ḟδx . There is one case in which both properties hold for both template iterations.

4.3.5 Lemma (Direct limit of a chain of template iterations). Assume that cf(δ) ≥ θ, LδA =
⋃
α<δ L

α
A

and LδF =
⋃
α<δ L

α
F . Then, both template iterations Pδ0�〈Lδ, Ī〉 and Pδ1�〈Lδ, J̄ 〉 are forcing equivalent

and satisfy (XII) and (XIII). Moreover, Pδ0�L
δ = limdirα<δPα�Lα and Pδ1�〈Lδ, J̄ 〉 is appropriate.

Proof. By Lemmas 2.3.10 and 2.4.9, both template iterations are equivalent, so it is enough to prove
(XII) and (XIII) for the iteration along Ī.

We claim that Pδ0�A = limdirα<δPα�(Lα ∩ A) for any A ⊆ Lδ. Proceed by induction on ΥĪ(A).
Let p ∈ Pδ0�A and x = max(dom(p)), so there exists a B ∈ Ix�A such that p�Lδx ∈ Pδ0�B and p(x) is
a Pδ0�B-name for a real in Q̇δ,B0,x . By induction hypothesis and ccc-ness, find α < δ such that x ∈ Lα,
B ∈ Iαx �(Lα ∩A), p�Lδx = p�Lαx ∈ Pα�B and p(x) is a Pα�B-name for a real. In the case that x ∈ LδH ,
then x ∈ LαH by (3), so p(x) is a Pα�B-name for a condition in Hechler forcing; in the case that x ∈ LδA
and Cx ⊆ B, increasing α if necessary, x ∈ LαA, so clearly p(x) is a Pα�B-name for a condition in Ȧα

x

(the case Cx * B is easier); if x ∈ LδF and Cx ⊆ B, like before, p(x) is a Pα�B-name for a condition in
MḞαx

; and if x ∈ LδT , then x ∈ LαT and so p(x) is clearly a name for the trivial condition. Then, in any
case, p ∈ Pα�(Lα ∩A).

We show (XIII) ((XII) is proved in a similar way). Let Ḟ be a Pδ0�L
δ-name for a filter base on ω of

size < θ. Then, as cf(δ) ≥ θ and the previous claim, find α < δ such that Ḟ is a Pα�Lα-name, so there
exists an x ∈ LαF ⊆ LδF such that Ḟ is forced to be equal to Ḟαx = Ḟδx .

The use of the indexed template Ī is to prove the preceding result. But, for the construction of the
model we want, J̄ is the one used for the limit step.

Proof of Theorem 4.3.1. Fix a bijective enumeration {2α + 1 / α < λ} := {τα,β / α, β < λ} (the odd
ordinals below λ), a bijection g : λ → λ × θ and an increasing enumeration 〈δα〉α<λ of 0 and all the
limit ordinals below λ that have cofinality < θ. For an ordered pair z = (x, y), denote (z)0 := x and
(z)1 := y.

By recursion on γ ≤ λ, define a chain of templates {〈Lγ , Īγ〉}γ≤λ such that they satisfy conditions
(I)-(VII) and (1)-(3). It is also required that, for γ < δα, (LγF∪L

γ
A)∩{λξ+τα,β / ξ < µ and β < λ} = ∅

and, if δα ≤ γ, then {λξ + τα,2β / ξ < µ and β < λ} ⊆ LγA and {λξ + τα,2β+1 / ξ < µ and β < λ} ⊆
LγF .

Let L0 := λµ and Ī0 be the template corresponding to a fsi of length λµ (Example 2.3.4(2)). Put
L0
H := {2α / α < λµ} = {λξ + 2α / ξ < µ and α < λ}, L0

A := {λξ + τ0,2β / ξ < µ and β < λ},
L0
F := {λξ + τ0,2β+1 / ξ < µ and β < λ} and L0

T := L0 r (L0
H ∪ L0

F ) = {λξ + τα,β / ξ < µ, α, β <
λ and α 6= 0}. Clearly, conditions (I)-(VII) hold for 〈L0, Ī0〉.

Given 〈Lγ , Īγ〉, let 〈Lγ+1, Īγ+1〉 := 〈(Lγ)∗, (Īγ)†〉 as in the previous discussion of ultrapowers.
Clearly, (I)-(VII) hold and, moreover, Lγ+1

H ∩ Lγ = LγH , the same for the other type of sets, so (2)
and (3) hold. For (1), recall that 〈Lγ+1, Īγ+1〉 is a strongly θ-innocuous extension of 〈Lγ , Īγ〉, so it is
needed to prove that it is also a strongly θ-innocuous extension of 〈Lβ, Īβ〉 for each β < γ. Indeed, the
non-trivial part is to see that, for x ∈ Lβ , Iγ+1

x �Lβ ⊆ Iγ+1
x . If A ∈ Iγ+1

x �Lβ , then, as Lβ ⊆ Lγ , there
exists H̄ ∈ (Iγx )∗ such that A = H̄ ∩ Lβ . Then, A = [{Hα ∩ Lβ}α<κ] ∈ (Iγx )∗ because Iγx�Lβ ⊆ Iγx .
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If δ is a limit ordinal, define Lδ :=
⋃
β<δ L

β and Īδ := J̄ according to the previous discussion about
chains of templates. Hence, it is only needed to be specific about how to define LδA and LδF . If cf(δ) ≥ θ,
put LδA :=

⋃
β<δ L

β
A and LδF :=

⋃
β<δ L

β
F . Otherwise, let LδA :=

⋃
β<δ L

β
A ∪ {λξ + τα,2β / ξ <

µ and β < λ} and LδF :=
⋃
β<δ L

β
F ∪ {λξ + τα,2β+1 / ξ < µ and β < λ} where α < λ is such that

δ = δα. Clearly, (I)-(VII) and (1)-(3) are satisfied.
Again, by recursion on γ ≤ λ, define appropriate template iterations Pγ�〈Lγ , Īγ〉 such that (4) and

(5) are satisfied for them.
Looking at the template 〈L0, Ī0〉, for each ξ < µ enumerate [λξ]<θ :=

{
C0
ξ,α / α < λ

}
. In an

inductive way, define the iteration P0�〈L0, Ī0〉 in the following way.

• For each ξ < µ and α < λ, let 〈Ȧ0
ξ,α,η〉η<θ and 〈Ḟ0

ξ,α,η〉η<θ be enumerations of all the P0�C0
ξ,α-

names of suborders of A of size< θ and all the names of filter bases on ω of size< θ, respectively.
This can be done because |P0�X| ≤ θ when |X| < θ (see the explanation of this above in the
justification of c ≤ λ in the extension of an appropriate iteration).

• For x ∈ L0 and B ∈ Îx, Q̇0,B
x is defined as indicated in (VIII)-(XI). For (IX), if x ∈ L0

A then
x = λξ + τ0,2β for some β < λ, so put C0

x := C0
ξ,(g(β))0

and Ȧ0
x := Ȧ0

ξ,g(β); for (X), if x ∈ L0
F

then x = λξ + τ0,2β+1 for some β < λ, so put C0
x := C0

ξ,(g(β))0
and Ḟ0

x := Ḟ0
ξ,g(β).

To see that P0�〈L0, Ī0〉 is appropriate, it remains to prove (XII) and (XIII). We show (XIII). If Ḟ is a
P0�L0-name for a filter base of size < θ then, as the support of every name of a real has size < θ, find
C ∈ [L0]<θ such that Ḟ is a P0�C-name. Clearly, there exist ξ < µ and α < λ such that C = C0

ξ,α, so
Ḟ is forced to be equal to Ḟ0

ξ,α,η = Ḟ0
λξ+τ0,2g−1(α,η)+1

for some η < θ.

The iteration Pγ+1�〈Lγ+1, Īγ+1〉 is defined from Pγ�〈Lγ , Īγ〉 as explained in the previous discus-
sion of ultrapowers. From the proof of Lemma 4.3.3, (4) and (5) are satisfied.

For the limit step for δ limit consider two cases. When cf(δ) ≥ θ, define Pδ�〈Lδ, Īδ〉 as in Lemma
4.3.5. So assume that cf(δ) < θ, that is, δ = δε for some ε < λ. For each ξ < µ, enumerate [Lδλξ]

<θ :=

{Cδξ,α / α < λ}. As it was done for P0�L0, define the iteration corresponding to δ inductively in the
following way.

• For each ξ < µ and α < λ, let 〈Ȧδ
ξ,α,η〉η<θ and 〈Ḟδξ,α,η〉η<θ be an enumeration of all the Pδ�Cδξ,α-

names of suborders of A of size < θ and of filter bases on ω of size < θ, respectively.

• For x ∈ L0 and B ∈ Îx, Q̇0,B
x is defined as indicated in (VIII)-(XI). For (X), if x ∈ ⋃β<δ L

β
A,

let Cγx := Cβx and Ȧγ
x := Ȧ

β
x for some β < δ such that x ∈ LβA (this does not depend on the

chosen β by (4)); if x ∈ LδA r
⋃
β<δ L

β
A, then x = λξ + τε,2β for some (unique) β < λ, so put

Cδx := Cδξ,(g(β))0
and Ȧδ

x := Ȧδ
ξ,g(β). For (XI), if x ∈ ⋃β<δ L

β
F , let Cγx := Cβx and Ḟγx := Ḟβx for

some β < δ such that x ∈ LβF ; if x ∈ LδF r
⋃
β<δ L

β
F , then x = λξ + τε,2β+1 for some (unique)

β < λ, so put Cδx := Cδξ,(g(β))0
and Ḟδx := Ḟδξ,g(β).

According to the previous discussion with chains of templates, we only need to prove (XII) and (XIII)
for Pδ�Lδ, but its proof follows the same lines as in the case of P0�L0.

It only remains to prove that Pλ�Lλ forces that a = λ. Let Ȧ be a Pλ�Lλ-name for an a.d. family
of size ν < λ with ν ≥ κ (we don’t need to consider a.d. families of size < κ because b is forced to be
equal to µ > κ). By Lemma 4.3.5, Pλ�Lλ = limdirα<λPα�Lα, so there exists an α < λ such that Ȧ
is a Pα�Lα-name. As Pα+1�Lα+1 is forcing equivalent to the ultrapower of Pα�Lα (Lemma 4.3.3), by
Lemma 4.2.4 this poset forces that Ȧ is not mad, and so does Pλ�Lλ.

4.3.6 Remark. Shelah’s models discussed in Remark 3.4.2 satisfy cov(N ) = s = g = ℵ1 < add(M) =
cof(M) = µ < non(N ) = a = r = c = λ by the same arguments as in this section for the values of g,
cov(N ), non(N ) and r.

54



CHAPTER 5

MATRIX ITERATIONS

The first example of a matrix iteration was constructed by Blass and Shelah [BlS84] using Mathias
forcing with ultrapowers to force u < d with large continuum. Year later, Brendle and Fischer [BrF11]
improved this construction by showing how to add dominating reals up to some intermediate extensions
in the matrix. Also, they constructed a matrix iteration with ultrapowers to get a model where a is large.

In Section 5.1 we define matrix iterations in general and fix the type of matrix iteration that we use
for our applications. Here, we use posets like in the previous paragraph, but we also show how to use
Suslin ccc posets into the matrix. In Section 5.2 we prove our main (consistency) results about Cichon’s
diagram with models that come from matrix iterations, this by also using results of Chapter 3.

5.1 Matrix iterations of ccc posets

Fix two ordinals δ and γ.

5.1.1 Definition (Blass and Shelah [BlS84] (see also [BrF11])). For an increasing sequence {Vα,0}α≤δ
of transitive models of ZFC, a matrix iteration of ccc posets is given by Pδ,γ = 〈〈Pα,ξ, Q̇α,ξ〉ξ<γ〉α≤δ
with the following conditions.

(1) For all α ≤ δ, Pα,γ = 〈Pα,ξ, Q̇α,ξ〉ξ<γ is a fsi of ccc posets in Vα,0.

(2) For all ξ < γ and α < β ≤ δ, if Pα,ξ lVα,ξ Pβ,ξ, then 
Pβ,ξ,Vβ,0 Q̇α,ξ lV Pα,ξα,0

Q̇β,ξ.

By Lemmas 2.1.2 and 2.1.5, (2) implies that Pα,ξ lVα,0 Pβ,ξ for any α ≤ β ≤ δ and ξ ≤ γ. Moreover,
if ξ ≤ η ≤ γ, 〈Pα,ξ,Pα,η,Pβ,ξ,Pβ,η〉 is a correct system with respect to Vα,0. Denote by Vα,ξ the
Pα,ξ-generic extension. Figure 5.1 shows how a matrix iteration can be pictured as a system of parallel
fsi.

Before introducing the type of matrix iteration that we will use for our applications in Section 5.2,
we need the following preliminary results about ultrafilters on ω.

5.1.2 Lemma. Let δ be a limit ordinal of uncountable cofinality and {Vα}α≤δ a increasing sequence of
transitive models of ZFC such that [ω]ω ∩ Vδ =

⋃
α<δ[ω]ω ∩ Vα. Let 〈Uα〉α<δ ∈ Vδ be a sequence such

that, for any α ≤ β < δ, Uα is an ultrafilter on ω in Vα and Uα ⊆ Uβ . Then, Uδ :=
⋃
α<δ Uα is an

ultrafilter in Vδ. Moreover, if MUα lVα MUβ for all α ≤ β < δ, then MUα lVα MUδ for any α < δ.

Proof. In Vδ, it is clear that Uδ ⊆ [ω]ω contains the cofinite subsets on ω and it is closed under intersec-
tions. Also, [ω]ω ∩ Vδ =

⋃
α<δ[ω]ω ∩ Vα implies that Uδ is upwards ⊆-closed and that, for any X ⊆ ω,

there is an α < δ such that either X ∈ Uα or ω rX ∈ Uα, so Uδ is an ultrafilter on ω.
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Figure 5.1: Matrix iteration

For the second statement, let α < δ and A ∈ Vα a maximal antichain inMUα . If (s, F ) ∈MUδ , then
there is a β ∈ [α, δ) such that F ∈ Uβ , i.e., (s, F ) ∈ MUβ . As MUα lVα MUβ , then A is a maximal
antichain in MUβ , so (s, F ) is compatible with some member of A with respect to MUβ .

5.1.3 Lemma (Blass and Shelah [BlS84]). Let δ be a limit ordinal of countable cofinality and {Vα}α≤δ
a increasing sequence of transitive models of ZFC. Assume that 〈Uα〉α<δ ∈ Vδ is a sequence such that,
for any α ≤ β < δ, Uα is an ultrafilter on ω in Vα, Uα ⊆ Uβ and MUα lVα MUβ . Then, there is an
ultrafilter Uδ in Vδ such that Uα ⊆ Uδ and MUα lVα MUδ for any α < δ.

Proof. Proceed like in the proof of Lemma 3.3.2. Fix {αn}n<ω a strictly increasing sequence of ordinals
with limit δ. To ease the notation, we may assume that αn = n and δ = ω. For (s, F ) ∈ [ω]<ω × [ω]ω

with sup(s + 1) ≤ min(F ), recall that t ∈ [ω]<ω is permitted by (s, F ) if s ⊆ t ⊆ s ∪ F . If A ∈ Vn
is a maximal antichain in MUn , t is permitted by A means that t is permitted by some condition in A.
C ∈ [ω]ω ∩ Vω is forbidden by s,A if there is no finite subset of ω permitted by (s, C) and A.

In Vω, let I be the ideal generated by the finite subsets of ω and the sets forbidden by some s,A
where s ∈ [ω]<ω and A ∈ Vn is a maximal antichain in MUn for some n < ω. The same argument as in
the proof of Lemma 3.3.2 works to get

⋃
n<ω Un ∩ I = ∅. Therefore, there exists an ultrafilter Uω that

contains
⋃
n<ω Un and such that Uω ∩ I = ∅. Like in Lemma 3.3.2, MUn lVn MUω for all n < ω.

5.1.4 Context. Let δ, γ be ordinals. Put γ = S ∪ U ∪ L ∪ T as a disjoint union and fix a function
∆ : T → δ. For ξ ∈ S fix Sξ a Suslin ccc poset with parameters in V . Define the matrix iteration
Pδ,γ = 〈〈Pα,ξ, Q̇α,ξ〉ξ<γ〉α≤δ as follows.

(1) V0,0 = V (the ground model) and, by a fsi of Cohen forcing of length δ, let Vα,0 be the intermediate
extension on α ≤ δ. For α < δ, denote by cα ∈ Vα+1,0 the Cohen real over Vα,0 added by the
iteration.

(2) For a fixed ξ < γ, Q̇α,ξ is defined, recursively, for all α ≤ δ according to one of the following cases.

(i) For ξ ∈ S, Q̇α,ξ = Ṡξ as a Pα,ξ-name of Sξ.

(ii) For ξ ∈ U define, by recursion on α ≤ δ, a Pα,ξ-name U̇α,ξ of an ultrafilter on ω such that
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• For α < β ≤ δ, 
Pβ,ξ,Vβ,0“U̇α,ξ ⊆ U̇β,ξ and MU̇α,ξ lVα,ξ MU̇β,ξ”.

• It is forced by Pα,ξ that U̇α,ξ contains the Mathias reals and Laver reals (of the form
ran(l̇U̇α,ξ)) added by Pα,ξ′+1 for each ξ′ ∈ U ∪ L, ξ′ < ξ (see also (iii)).

• If (?,Pα,ξ,Pα+1,ξ, Vα,0, Vα+1,0,≤∗, cα) holds, (?,MU̇α,ξ ,MU̇α+1,ξ
, Vα,ξ+1, Vα+1,ξ+1,≤∗

, cα) is forced by Pα+1,ξ.
• If β ≤ δ has uncountable cofinality, then 
Pβ,ξ U̇β,ξ =

⋃
α<β U̇α,ξ.

This construction is done by recursion on α ≤ δ. For α = 0, consider U̇0,ξ containing all
the Mathias reals and Laver reals added by P0,ξ′+1 for each ξ′ ∈ U ∪ L, ξ′ < ξ. In the
successor step, use Lemma 3.3.2 to produce U̇α+1 (if cα is not ≤∗-unbounded over Vα,ξ, just
make sure that MUα,ξ lVα,ξ MUα+1,ξ

). In the limit step, for limit α use Lemma 5.1.3 or 5.1.2,
according to the cofinality of α (Lemma 5.1.5 is also relevant here). Note that, for any α ≤ δ,

Pα,ξ+1,Vα,0 ṁα,ξ = ṁ0,ξ (the corresponding Mathias reals).

Put Q̇α,ξ = MU̇α,ξ .

(iii) For ξ ∈ L define, by recursion on α ≤ δ, a Pα,ξ-name U̇α,ξ of an ultrafilter on ω such that

• For α < β ≤ δ, 
Pβ,ξ U̇α,ξ ⊆ U̇β,ξ.
• It is forced by Pα,ξ that U̇α,ξ contains the Mathias reals and the Laver reals added by
Pα,ξ′+1 for each ξ′ ∈ U ∪ L, ξ′ < ξ.
• If β ≤ δ has uncountable cofinality, then 
Pβ,ξ U̇β,ξ =

⋃
α<β U̇α,ξ.

For α = 0 define U̇0,ξ as in (ii). For β ≤ δ, if it is successor or has countable cofinality, let
U̇β,ξ be a Pβ,ξ-name of an ultrafilter containing

⋃
α<β U̇α,ξ; if β has uncountable cofinality, put

U̇β =
⋃
α<β U̇α,ξ.

Put Q̇α,ξ = LU̇α,ξ . Lemmas 3.3.6, 5.1.2 and 5.1.5 are relevant to ensure that the mentioned
properties hold.

(iv) For ξ ∈ T fix a P∆(ξ),ξ-name Ṫξ of a ccc poset whose conditions are reals. Put

Q̇α,ξ =

{
1 if α ≤ ∆(ξ),
Ṫξ if α > ∆(ξ).

It is clear that this satisfies the conditions of Definition 5.1.1.

To ensure that a matrix iteration as in the previous context can be constructed and satisfies the con-
ditions of Definition 5.1.1, the following lemma has to be proved along with the recursive construction.

5.1.5 Lemma (Blass and Shelah [BlS84] (see also [BrF11, Lemma 15])). Assume that δ has uncountable
cofinality and ξ ≤ γ.

(a) If p ∈ Pδ,ξ then there exists an α < δ such that p ∈ Pα,ξ.

(b) If ḣ ∈ Vδ,0 is a Pδ,ξ-name for a real, then there exists an α < δ such that ḣ ∈ Vα,0 is a Pα,ξ-name.

Proof. We prove the lemma by induction on ξ ≤ γ. As {Vα,0}α≤δ is constructed from a fsi of Cohen
forcing, conditions (i) and (ii) of Lemma 5.1.2 are satisfied, so the step ξ = 0 is clear. For the successor
step, let r = (p, q̇) ∈ Pδ,ξ+1 = Pδ,ξ ∗ Q̇δ,ξ so, by induction hypothesis, there is an α < δ such that
p ∈ Pα,ξ and q̇ ∈ Vα,0 is a Pα,ξ-name for a real. Do cases from (2) of Context 5.1.4.

(i) ξ ∈ S. It is clear that q̇ is a Pα,ξ-name of a condition in Sξ.

(ii) ξ ∈ U . By ccc-ness, there is a β ∈ [α, δ) such that Pδ,ξ forces that q̇ ∈M ˙Uβ,ξ , so (p, q̇) ∈ Pβ,ξ+1.

(iii) ξ ∈ L. Same argument as before.
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(iv) ξ ∈ T . Increase α so that ∆(ξ) ≤ α, so Pα,ξ forces that q̇ ∈ Ṫξ.

Let ḣ ∈ Vδ,0 be a Pδ,ξ+1-name for a real. By ccc-ness, ḣ is coded by a sequence 〈(An, gn)〉n<ω of pairs
of a maximal antichains in Pδ,ξ+1 and functions gn : An → ω that decides the values of ḣ(n). Then,
there is some α < δ such that this sequence is in Vα,0 and that the maximal antichains are contained in
Pα,ξ+1, so ḣ ∈ Vα,0 and it is actually a Pα,ξ+1-name for a real.

For the limit step, let η ≤ γ be limit, so Pα,η = limdirξ<ηPα,ξ for all α ≤ δ. (a) is clear. (b) follows
for the same argument of the successor step.

Given a relation @ coded in V as in Context 3.1.1, in Context 5.1.4 it is clear, by (1), that the Cohen
real cα is @-unbounded over Vα,0. We are interested in preserving cα to be @-unbounded over Vα,γ .

5.1.6 Theorem. Fix α < δ and assume:

(i) For all ξ ∈ S, Pα,ξ forces that Sξ is @-good.

(ii) If U 6= ∅, then L = ∅ and @ is ≤∗.

(iii) If L 6= ∅, then @ is ∈∗
H̄

or tĪ .

Then, (?,Pα,ξ,Pα+1,ξ, Vα,0, Vα+1,0,@, cα) holds for all ξ ≤ γ. Moreover, if δ has uncountable cofinality
and (i)-(iii) hold for any α < δ, then Pδ,γ forces d@ ≥ cf(δ).

Proof. The first part is a direct consequence of Corollary 3.3.12 and Lemmas 3.3.8, 3.3.9 and 3.3.6.
Now, assume that δ has uncountable cofinality and that (i)-(iii) hold for any α < δ. Step in Vδ,γ . If Y
is a set of reals of size < cf(δ), by Lemma 5.1.5, there is an α < δ such that Y ⊆ Vα,γ . Then, as cα is
@-unbounded over Vα,γ , cα 6@ Y , so Y is not a @-dominating family.

5.2 Applications

We present the main results of this text concerning applications of matrix iterations. Fix µ1 ≤ µ2 ≤ ν ≤
κ uncountable regular cardinals and a cardinal λ ≥ κ such that λ<ν = λ. Consider t : κν → κ such
that t−1[{α}] is cofinal in κν for every α < κ (e.g., t defined as t(κδ + α) = α works). Fix a bijection
g : λ→ κ× λ and, given an ordered pair z = (x, y), denote (z)0 = x.

5.2.1 Theorem. It is consistent with ZFC that add(N ) = p = non(M) = g = ν, cof(N ) = κ, c = λ,
and that one of the following statements hold.

(a) cov(M) = r = κ.

(b) cov(M) = ν and d = r = non(N ) = κ.

(c) non(N ) = u = ν, d = κ.

(d) non(N ) = ν, d = r = κ.

(e) cof(M) = ν and non(N ) = r = κ.

(f) cof(M) = u = ν and non(N ) = κ.

(g) cof(M) = non(N ) = u = ν.

Proof. (a) According to Context 5.1.4, construct a matrix iteration Pκ,λκν = 〈〈Pα,ξ, Q̇α,ξ〉ξ<λκν〉α≤κ
where U = L = ∅, S = {λρ+ 2γ / ρ < κν, γ < λ} and the following.

(i) Sξ = C for any ξ ∈ S.

(ii) If ξ = λρ+ 1 for some (unique) ρ < κν, put ∆(ξ) = t(ρ) and Ṫξ = Ȧρ is a Pt(ρ),ξ-name for
AVt(ρ),ξ .
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(iii) If ξ = λρ + 3 for some ρ < κν, put ∆(ξ) = t(ρ) and Ṫξ = MU̇ρ where U̇ρ is a Pt(ρ),ξ-name
for an ultrafilter on ω.

For α < κ and ρ < κν, fix a sequence of Pα,λρ-names 〈Ḟρα,γ〉γ<λ of all the filter bases of size < ν.

(iv) If ξ = λρ+ 2(2 + ε) + 1 for some ρ < κµ and ε < λ, put ∆(ξ) = (g(ε))0 and Ṫξ = MḞρ
g(ε)

.

We prove the following statements in Vκ,λκν .

• c = λ. It is clear that λω = λ is true in Vκ,0. In this model, it is clear that |Pκ,λκν | ≤ λ, so it
forces that c ≤ λ. The other inequality follows because Pκ,λ adds λ-many Cohen reals.

• cov(M) = cof(N ) = r = κ. For each ρ < κν let Nρ be a Borel null set coded in Vt(ρ)+1,λρ+2

that covers all the Borel null sets coded in Vt(ρ),λρ+1 (this is added by Aρ). cof(N ) ≤ κ is a
consequence from the following

5.2.2 Claim. Any family of size < ν of Borel null sets is covered by some Nρ.

Proof. Let E be such a family. By Lemma 5.1.5, there are α < κ and δ < κν such that all the
sets in E are coded in Vα,λδ. Find ρ ∈ [δ, κν) such that t(ρ) = α. Clearly, all the sets in E are
coded in Vα,ξ with ξ = λρ+ 1, so they are all covered by Nρ.

For each ρ < κν letmρ ∈ Vt(ρ)+1,λρ+4 be a Mathias real added byMUρ , which∝-dominates all
the infinite subsets of ω that belong to Vt(ρ),λρ+3. r ≤ κ is straightforward from the following

5.2.3 Claim. Any family of size < ν of infinite subsets of ω is ∝-dominated by some mρ.

Proof. Let C be such a family. By a similar argument as in Lemma 5.2.2, find ρ < κν such
that C ⊆ Vt(ρ),ξ with ξ = λρ+ 3. Clearly, mρ ∝-dominates all the sets in C.

cov(M) = dP ≥ κ follows from Theorem 5.1.6.

• add(N ) = p = non(M) = g = ν. ν ≤ add(N ) is a direct consequence of Claim 5.2.2.
As a fsi in Vκ,0, Pκ,λκν adds a ν-P-unbounded family of Cohen reals (Lemma 3.1.12), so
non(M) = bP ≤ ν is true in Vκ,λκν .
g ≤ ν because Vκ,λκν =

⋃
ε<ν Vκ,λκε and the conditions of Lemma 4.1.1 are clearly satisfied.

We are left with ν ≤ p. If F is a filter base of size < ν, then there are α < δ and ρ < κν
such that F ∈ Vα,λρ. Then, there is a γ < λ such that F = Fρα,γ , so the Mathias real added by
MFρ

g(ε)
, with ε < λ such that g(ε) = (α, γ), is a pseudo-intersection of F .

(b) Use an iteration as in (a), but only change (i) to Sξ = E for all ξ ∈ S. The same proofs in (a) works in
this case, but except that we do not get cov(M) ≥ κ in Vκ,λκν . Instead, we get min{d, r} = dB ≥ κ
and non(N ) ≥ dtĪ ≥ κ by Theorem 5.1.6.

We only have to prove cov(M) = dP ≤ ν in Vκ,λκν , but note that Pκ,λκν , as a fsi in Vκ,0, adds ν
cofinally many eventually different reals, whose form a P-dominating family of size ν.

(c) Use an iteration as in (a) but with the following changes. Let S = {λρ + 4γ / ρ < κν, γ < λ},
U = {λρ+ 4γ + 2 / ρ < κν, γ < λ} and put

Sξ =

{
C if ξ = λρ+ 8γ,
B if ξ = λρ+ 8γ + 4.

(iii) can be ignored as well. By Theorem 5.1.6, d = d≤∗ ≥ κ holds in Vκ,λκν . non(N ) ≤ ν because
of the ν cofinally many random reals added by the iteration. We show u ≤ ν. For δ < ν, consider
Mδ = mκ,ξ ∈ Vκ,ξ+1, with ξ = λκδ + 2, the Mathias real added by MUκ,ξ in the iteration. By the
construction of the matrix iteration, {Mδ}δ<ν is a ⊆∗-decreasing family. Moreover, for any X ⊆ ω,
there is some ν < δ such that X ∈ Vκ,λκδ, so either Mδ ⊆∗ X or Mδ ⊆∗ ω rX . This means that
{Mδ}δ<ν generates an ultrafilter.
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(d) Use an iteration as in (a) but put

Sξ =

{
C if ξ = λρ+ 4γ,
B if ξ = λρ+ 4γ + 2.

(e) As in (a), but put Sξ = D for all ξ ∈ S.

(f) Do the following changes in (a). Let S = {λρ + 4γ / ρ < κν, γ < λ}, L = {λρ + 4γ + 2 / ρ <
κν, γ < λ} and put Sξ = D for all ξ ∈ S. Here, (iii) can be ignored.

(g) Use an iteration as in (f), but put

Sξ =

{
D if ξ = λρ+ 8γ,
B if ξ = λρ+ 8γ + 4.

5.2.4 Theorem. It is consistent with ZFC that add(N ) = µ1, cov(N ) = p = non(M) = g = ν,
cof(N ) = c = λ and that one of the following statements hold.

(a) cov(M) = cof(M) = r = non(N ) = κ.

(b) cov(M) = ν and non(N ) = d = r = cof(M) = κ.

(c) cof(M) = ν and non(N ) = r = κ.

(d) cof(M) = u = ν and non(N ) = κ.

(e) non(N ) = u = ν and d = cof(M) = κ.

(f) non(N ) = ν and d = r = cof(M) = κ.

Proof. (a) According to Context 5.1.4, construct a matrix iteration Pκ,λκν = 〈〈Pα,ξ, Q̇α,ξ〉ξ<λκν〉α≤κ
where U = L = ∅, S = {λρ+ 2γ / ρ < κν, γ < λ} and the following.

(i) Sξ = C for any ξ ∈ S.

(ii) If ξ = λρ+ 1 for some (unique) ρ < κν, put ∆(ξ) = t(ρ) and Ṫξ = Ḃρ is a Pt(p),ξ-name for
BVt(ρ),ξ .

(iii) If ξ = λρ+ 3 for some ρ < κν, put ∆(ξ) = t(ρ) and Ṫξ = Ḋρ is a Pt(p),ξ-name for DVt(ρ),ξ .

(iv) If ξ = λρ + 5 for some ρ < κν, put ∆(ξ) = t(ρ) and Ṫξ = MU̇ρ where U̇ρ is a Pt(ρ),ξ-name
for an ultrafilter on ω.

For α < κ and ρ < κν, fix sequences ofPα,λρ-names 〈Ȧρ
α,γ〉γ<λ and 〈Ḟρα,γ〉γ<λ for all the suborders

of A of size < µ1 and all the filter bases of size < ν, respectively.

(v) If ξ = λρ+ 2(3 + 2ε) + 1 for some ρ < κµ and ε < λ, put ∆(ξ) = (g(ε))0 and Ṫξ = MḞρ
g(ε)

.

(vi) If ξ = λρ+2(3+2ε+1)+1 for some ρ < κµ and ε < λ, put ∆(ξ) = (g(ε))0 and Ṫξ = Ȧ
ρ
g(ε).

From the proof of Theorem 5.2.1(a), it is clear that c = λ, cov(M) = r = κ and p = non(M) =
g = ν are true in Vκ,κλν . For this iteration, we get ν ≤ cov(N ) and non(N ) ≤ κ by the following

5.2.5 Claim. There is a set of reals {rρ / ρ < κν} such that, for any family of size < ν of Borel null
sets, some rρ does not belong to its union.

Proof. Let rρ ∈ Vt(ρ)+1,λρ+2 be a random real over Vt(ρ),λρ+1 added by Bρ. The proof is similar to
Claims 5.2.2 and 5.2.3.
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To get d ≤ κ, note that

5.2.6 Claim. There is a set of reals {dρ / ρ < κν} ⊆ ωω such that, for any subset of ωω of size < ν,
some dρ dominates it.

Proof. Consider dρ ∈ Vt(ρ)+1,λρ+4 be a dominating real over Vt(ρ),λρ+3 added by Dρ. Conclude as
in Claims 5.2.2, 5.2.3 and 5.2.5.

Note that Pκ,λκν is µ1-∈∗
H̄

-good. Therefore, for any regular θ ∈ [µ1, λ), Pκ,θ, as a fsi, adds a θ-∈∗
H̄

-
unbounded family that is preserved in Vκ,λκν , so add(N ) = b∈∗

H̄
≤ µ1 and θ ≤ cof(N ) for any such

θ, that is, λ ≤ cof(N ).

It remains to prove µ1 ≤ add(N ) in Vκ,λκν but the argument is similar to the proof of ν ≤ p (see
also Theorem 4.1.2).

(b) Use the an iteration as in (a), but put Sξ = E for all ξ ∈ S.

(c) In (a), just put Sξ = D for all ξ ∈ S. (iii) can be ignored.

(d) Do the following changes in (a). Let S = {λρ + 4γ / ρ < κν, γ < λ}, L = {λρ + 4γ + 2 / ρ <
κν, γ < λ} and put Sξ = D for all ξ ∈ S. Here, (iii) and (iv) can be ignored.

(e) Use an iteration as in (a) but with the following changes. Let S = {λρ + 4γ / ρ < κν, γ < λ},
U = {λρ+ 4γ + 2 / ρ < κν, γ < λ} and put

Sξ =

{
C if ξ = λρ+ 8γ,
B if ξ = λρ+ 8γ + 4.

(ii) and (iv) can be ignored.

(f) Use an iteration as in (a) but put

Sξ =

{
C if ξ = λρ+ 4γ,
B if ξ = λρ+ 4γ + 2.

(ii) can be ignored.

5.2.7 Theorem. It is consistent with ZFC that add(N ) = µ1, cov(N ) = µ2, p = non(M) = ν,d =
cof(M) = κ, non(N ) = c = λ and that one of the following statements hold.

(a) cov(M) = r = κ.

(b) u = ν.

(c) cov(M) = ν and r = κ.

Proof. (a) Perform a matrix iteration as in the proof of Theorem 5.2.4(a), but change the following.
Ignore (ii) and, additionally, for α < κ and ρ < κν consider a sequence 〈Ḃρα,γ〉γ<λ of Pα,λρ-names
for all the suborders of B of size < µ2.

(iv) If ξ = λρ+ 2(2 + 3ε) + 1 for some ρ < κµ and ε < λ, put ∆(ξ) = (g(ε))0 and Ṫξ = MḞρ
g(ε)

.

(v) If ξ = λρ+2(2+3ε+1)+1 for some ρ < κµ and ε < λ, put ∆(ξ) = (g(ε))0 and Ṫξ = Ȧ
ρ
g(ε).

(vi) If ξ = λρ+2(2+3ε+2)+1 for some ρ < κµ and ε < λ, put ∆(ξ) = (g(ε))0 and Ṫξ = Ḃ
ρ
g(ε).
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From the proof of 5.2.1(a), it is clear that c = λ, cov(M) = r = κ and p = non(M) = g = ν are
true in Vκ,κλν . For this iteration, we get d ≤ κ by Claim 5.2.6.

Note that Pκ,λκν is µ1-∈∗
H̄

-good and µ2-tĪ -good. Therefore, it is easy to conclude, in Vκ,λκν , that
add(N ) ≤ µ1, cov(N ) ≤ btĪ ≤ µ2 and λ ≤ dtĪ ≤ non(N ).

The same technique used in Theorem 4.1.2 and the idea of the proof of ν ≤ p work to get µ1 ≤
add(N ) and µ2 ≤ cov(N ) in Vκ,λκν .

(b) Do the following changes in (a). Let S = {λρ + 4γ / ρ < κν, γ < λ}, U = {λρ + 4γ + 2 / ρ <
κν, γ < λ} and put Sξ = E for all ξ ∈ S. (iii) can be ignored.

(c) In (a), put Sξ = E for all ξ ∈ S.
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CHAPTER 6

ROTHBERGER GAPS ON FRAGMENTED
IDEALS

Recall the notions of gaps of Section 1.5. For an ideal I on ω, b(I), Rothberger number of I, is defined
as the least ordinal δ such that there exists a (ω, δ)-gap in P(ω)/I (which is, in fact, an uncountable
regular cardinal when it exists). Our main results about Rothberger gaps are described with this number.
Also, we focus on a particular subclass of Fσ ideals that is called fragmented.

This chapter is structured as follows. In Section 6.1 we introduce, in detail, the Rothberger number
of an ideal and the notion of fragmented ideal, plus some preliminary results that can be interpreted in
terms of the Rothberger number. We prove in Section 6.2 that, for a large subclass of fragmented ideals,
any ideal in that subclass has Rothberger number equal to ω1, which is one of our main results about
Rothberger gaps.

There is a subclass of the fragmented ideals, known as gradually fragmented, whose Rothberger gaps
can be destroyed by a two-step iteration of Suslin ccc posets. We show how to do this in Section 6.3.
On the other hand, we explain how to preserve Rothberger gaps for fragmented ideals in Section 6.4 in a
similar way as the preservation results in Section 3.1. At the end, we use the results of the previous two
sections to prove the main consistency results concerning Rothberger gaps on fragmented ideals.

6.1 Rothberger number and fragmented ideals

For an ideal I on ω, we can define the Rothberger number b(I) of I in terms of Definition 1.5.1, where
it is not necessary to look at linear Rothberger gaps. We show in the next result that many restrictions on
the definition of b(I) can be considered and the value of the cardinal invariant remains unchanged.

6.1.1 Lemma. Let b(I) be the least cardinal number λ such that there exists a Rothberger gap 〈A,B〉
with |B| = λ. The following restrictions on A and B can be applied without affecting the value of b(I).

(I) A can either be

(i) a disjoint family, even a partition of ω,

(ii) a ⊆-increasing sequence of length ω, even with union equal to ω, or

(iii) a ⊆-increasing, (I-increasing sequence of length ω, even with union equal to ω.

Moreover, it can be assumed that all the members of A are I-positive.

(II) B can either be

(i) a ⊆I-well-ordered sequence or
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(ii) a (I-well-ordered sequence.

Moreover, it can be assumed that all the members of B are I-positive. For (i) or (ii), b(I) is the
least order type of such B.

Proof. In each of these cases, objects in I can be ignored, so this explain why we can assume thatA and
B contain only I-positive sets.

(I) Let 〈A,B〉 be a Rothberger gap with A = {An / n < ω}.

(i) Put A′n = Anr
⋃
k<nAk, soA′ = {A′n / n < ω}rI is a disjoint family and 〈A′,B〉 is still

a gap. Moreover, if ω r
⋃A′ = {ln / n ≤ η} with some η ≤ ω and A′ = {A′′n / n < ω}

(it has to be infinite because it is a half of a gap), put A3
n = A′′n ∪ {ln} for each n ≤ η and

A3
n = A′′n for n > η. Clearly, A3 = {A3

n / n < ω} is a partition of ω into I-positive sets
and 〈A3,B〉 is a gap.

(ii) It follows from the proof of (I)(iii).

(iii) By (i), we may assume that A is a partition of ω into I-positive sets. Put A′n =
⋃
n<ω An,

so A′ = {A′n / n < ω} is ⊆-increasing, (I-increasing and its union is ω. It is clear that
〈A′,B〉 is a gap.

(II) Let 〈A,B〉 be a Rothberger gap with A = {An / n < ω} and B of minimal size λ such that there
is such anA (even we can assume thatA is restricted as in (I)). Without loss of generality, we may
assume that all members of B are I-positive.

(i) See the proof of (II)(ii).

(ii) Enumerate B = {Bα / α < λ}. Construct, by recursion, a(I-increasing sequence 〈B′α〉α<λ
of I-positive sets orthogonal with A such that ∀ξ≤α(Bξ ⊆I B′α) for any α < λ. Put
B′0 = B0. For the successor step, find γ < λ minimal such that Bγ *I B′α (if such a γ does
not exists, then 〈A,B〉 would be separated by B′α), so put B′α+1 = B′α ∪ Bγ . For the limit
step, by minimality of λ, 〈A, {B′ξ / ξ < α}〉 can be separated by a set C ⊆ ω. As 〈A,B〉
is a gap, there exists a minimal γ < λ such that Bγ *I C, so it is clear that γ ≥ α. Put
B′α = Bγ ∪ C.
It is clear that 〈A, {B′α / α < λ}〉 is a gap.

Note that Lemma 6.1.1 implies that b(I) is a regular cardinal, if it exists. Note that there are no gaps
on I when I is a maximal ideal.

The following result becomes very practical in this chapter to find b(I) in our applications.

6.1.2 Lemma. Let I be an ideal on ω, X ⊆ ω infinite. Then, every gap on I�X (as an ideal on X) is a
gap on I. In particular, b(I) ≤ b(I�X).

Many results of Section 1.5 can be stated in terms of the Rothberger number of an ideal.

6.1.3 Theorem. Let I be an ideal on ω.

(a) b(I) is uncountable (Hadamard [H84]).

(b) b(Fin) = b (Rothberger [Ro41]).

(c) If I is either Fσ or an analytic P-ideal, then b(I) ≤ b. (Todorčević [T98]).

(d) If I is an analytic P-ideal, then b(I) = b.

Proof. (a) is Lemma 1.5.2, (b) follows from Theorem 1.5.3, (c) is Corollary 1.5.5 and (d) is Corollary
1.5.7.

64



In view of the previous theorem, we are interested in investigating b(I) for Fσ ideals I. Because of
their combinatorial simplicity, we focus our research in the following subclass of Fσ ideals.

6.1.4 Definition (Fragmented ideals (Hrušák, Rojas-Rebolledo and Zapletal [HrRZ])). (1) An ideal I is
fragmented if there exists a partition {ai}i<ω of ω into non-empty finite sets and, for each i < ω, a
submeasure ϕi : P(ai)→ [0,+∞) such that x ∈ I iff {ϕi(x∩ ai)}i<ω is bounded (in [0,+∞)). In
this case, we say that I = I〈ai, ϕi〉i<ω.

(2) A fragmented ideal I = I〈ai, ϕi〉i<ω is gradually fragmented if, for any k < ω, there exists an
m ∈ ω such that

∀l<ω∀∞i<ω∀B⊆P(ai)

[(
|B| ≤ l and ∀b∈B(ϕi(b) ≤ k)

)
⇒ ϕi(

⋃
B) ≤ m

]
.

In this case, a function f : ω → ω witnesses the gradual fragmentation of I if, for any k < ω, f(k)
satisfies the same property as m above.
Denote ϕ̄(x) = supi<ω{ϕi(x)} for any x ⊆ ω. ϕ̄ turns out to be a lower semicontinuous submeasure

on P(ω) with I = Fin(ϕ̄). Thus, any fragmented ideal is Fσ.

The following important dichotomy proved in [HrRZ] implies that the gradual fragmentation of a
fragmented ideal does not depend on the choice of the partition and the submeasures. Recall that, if I is
an ideal on ω, P ⊆ I is strongly unbounded if it is infinite and the union of every infinite subset of I is
I-positive.

6.1.5 Theorem (Hrušák, Rojas-Rebolledo, Zapletal [HrRZ, Thm. 2.6]). If I = I〈ai, ϕi〉i<ω is a frag-
mented not gradually fragmented ideal for some 〈ai, ϕi〉i<ω, then I contains a perfect strongly un-
bounded subset.

This result becomes a dichotomy because no gradually fragmented ideal contains a perfect strongly
unbounded subset. To see this, let I = I〈ai, ϕi〉i<ω be a gradually fragmented ideal and P ⊆ I perfect.
As I =

⋃
k<ω Ck where Ck = {x ⊆ ω / ∀i<ω(ϕi(x ∩ ai) ≤ k)} is closed, there is one k < ω such that

P ∩ Ck has size c. By gradual fragmentation, find m < ω and a strictly increasing sequence {Nl}l<ω
such that

∀l<ω∀i≥Nl∀B⊆P(ai)

[(
|B| ≤ l + 2 and ∀b∈B(ϕi(b) ≤ k)

)
⇒ ϕi(

⋃
B) ≤ m

]
.

By recursion, as P ∩ Ck is perfect, find {xl}l<ω a 1-1 sequence in P ∩ Ck such that xl+1 ∩
⋃
i<Nl

ai =
xl∩

⋃
i<Nl

ai for all l < ω. Hence, ϕi(ai∩
⋃
n<ω xn) = ϕi(ai∩(

⋃
n≤l+1 xn)) ≤ m for all i ∈ [Nl, Nl+1)

and l < ω, that is,
⋃
n<ω xn ∈ I. Therefore, P is not strongly unbounded.

We need the following notation with functions for the rest of this chapter. idX is the identity function
from X to X . For f, g ∈ ωω and c < ω, we extend the use of the notation for operations with natural
numbers to functions, that is, f · g = fg is the function such that (fg)(i) = f(i) · g(i) = f(i)g(i),
(fg)(i) = f(i)g(i), (cf)(i) = c · f(i), etc. We may use this notation for real valued functions as well.
Also, natural numbers may represent constant functions, that is, a natural number n may represent the
constant function from ω to {n}. This will be clear from the context.

6.1.6 Remark. (1) A fragmented ideal may be trivial, e.g., choose any partition of ω into non-empty
finite sets and use the zero-measure at each piece of the partition. The trivial ideal clearly is gradually
fragmented. A fragmented ideal I〈ai, ϕi〉i<ω is not trivial iff ∀k<ω∃∞i<ω(ϕi(ai) > k).

(2) If ϕ : P(Y ) → [0,+∞] is a submeasure, then ϕ′(x) = dϕ(x)e (least integer above ϕ(x) if it is
< +∞, or +∞ otherwise) is also a submeasure. Therefore, if I = I〈ai, ϕi〉i<ω is a fragmented
ideal, then I = I〈ai, ϕ′i〉i<ω where ϕ′i : P(ai)→ ω such that ϕ′i(x) = dϕi(x)e.

(3) If c is a positive real, then I〈ai, ϕi〉i<ω = I〈ai, cϕi〉i<ω.
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Before introducing some examples of fragmented ideals, we prove some generalities related to tall-
ness.

6.1.7 Lemma. Let I = I〈ai, ϕi〉i<ω be a fragmented ideal. The following are equivalent.

(i) I is tall.

(ii) There exists a k ≤ ω such that, for every i < ω and j ∈ ai, ϕi({j}) ≤ k.

(iii) ∀m<ω∃l>m∀i<ω∀x⊆ai(ϕi(x) > m⇒ ∃x′⊆x(m < ϕi(x
′) ≤ l)).

(iv) The previous formula but with m = 0.

(v) The formula of (iii) with ∃m<ω instead of the universal quantifier.

Proof. To see (i) implies (ii), assume the negation of (ii). Therefore, we can find W := {jk / k < ω} ⊆
ω such that ϕ̄({jk}) > k for any k < ω. Then, it is clear that I�W does not contain infinite sets.

Assume (ii) to prove (iii). Let k > 0 be as in (ii). Now, for m < ω, l = m + k works. By
contradiction, assume that there are i < ω and x ⊆ ai such that ϕi(x) > m and all its subsets have
submeasure not in (m,m + k]. In particular, ϕi(x) > m + k. When extracting one point of x, its
submeasure is still bigger than m and, then, bigger than m + k. By repeating this process, we get
ϕi(∅) > m+ k at the end, which is a contradiction.

To finish, we prove (v) implies (i). Let m and l > m be as in (v) and assume that W ⊆ ω is infinite.
Now, for each i < ω, if ϕi(W ∩ ai) > m then there exists a yi ⊆ W ∩ ai with submeasure in (m, l]. If
ϕi(W ∩ai) ≤ m, put yi = W ∩ai. Then, y :=

⋃
i<ω yi ⊆W is infinite and ϕ̄(y) ≤ l, so y ∈ I�W .

6.1.8 Corollary. Any somewhere tall fragmented ideal is not a P-ideal.

Proof. By restricting the ideal to some infinite subset of ω, we may assume that I = I〈ai, ϕi〉i<ω is a
non-trivial tall fragmented ideal. Find L ⊆ ω infinite such that {ϕi(ai)}i∈L is strictly increasing. Choose
{lk}k<ω strictly increasing by applying, recursively, Lemma 6.1.7(iii) and starting with l0 = 0. Also,
construct a strictly increasing sequence {Nk}k<ω of natural numbers such that ϕi(ai) >

∑
j≤k lj+lk for

all i ≥ Nk, i ∈ L. By recursion on k, choose xki ⊆ ai for i ≥ Nk, i ∈ L such that lk < ϕi(x
k
i ) ≤ lk+1

and xki ∩ xji = ∅ for each j < k. Indeed, for i ≥ Nk, ϕi(
⋃
j<k x

j
i ) ≤

∑
j≤k lj , so its complement with

respect to ai has submeasure bigger than lk. Thus, by Lemma 6.1.7(iii), there exists an xki ⊆ air
⋃
j<k x

j
i

as required.
Put xk :=

⋃{xki / i ≥ Nk and i ∈ L}, which is clearly in I. Now, if y ⊆ ω is such that xk ⊆∗ y for
all k < ω, we get that lk < ϕik(xkik) for some ik ∈ L such that xkik ⊆ y. Therefore, y /∈ I.

On the other hand, nowhere tall fragmented ideals can be simply characterized. For example, a non-
trivial fragmented ideal I = I〈ai, ϕi〉i<ω where {|ai|}i<ω is bounded is nowhere tall. Indeed, if X ⊆ ω
is I-positive then {ϕ̄({j})}j∈X is unbounded and, by Lemma 6.1.7, I�X is not tall. A converse of this
and the mentioned characterization is stated as follows.

6.1.9 Lemma. If I is a nowhere tall fragmented ideal on ω, then I = I〈ai, ϕi〉i<ω where ai = {i}.
Moreover, I is gradually fragmented and can only be one of the following ideals:

(i) I = {x ⊆ ω / x ⊆∗ A} for some A ⊆ ω, or

(ii) I is the ideal generated by some infinite partition of ω into infinite sets.

Proof. Let I = I〈a′i, ϕ′i〉i<ω. By Lemma 6.1.7(ii), I nowhere tall means that, for any I-positiveX ⊆ ω,
{ϕ̄′({j})}j∈X is unbounded. Therefore, for any x ⊆ ω, x ∈ I iff {ϕ̄′({j})}j∈x is bounded, so I =
〈ai, ϕi〉i<ω where ai = {i} and ϕi({i}) = dϕ̄′({i})e. Here, the identity function witnesses the gradual
fragmentation of I. Now, for m < ω, put Im := {i < ω / ϕi({i}) = m}. Note that {Im}m<ω is a
partition of ω and that I is generated by this partition. If Im is infinite for infinitely many m < ω, then
we easily get (ii). Otherwise, if there is some N < ω such that Im is finite for all m ≥ N , then we get
(i) with A :=

⋃
m<N Im.
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Note that the case (i) gives us a P-ideal, so b(I) = b for such non-trivial I by Theorem 6.1.3. In case
(ii), I is not a P-ideal but we are going to prove in Corollary 6.3.6 that still b(I) = b. In Section 6.5 we
prove that every somewhere tall ideal has, consistently, Rothberger number strictly less than b.

As a first general example, we prove that any somewhere tall fragmented ideal that is characterized
by measures (finitely additive submeasures) is not gradually fragmented.

6.1.10 Lemma. Let I = I〈aj , ϕj〉j<ω be a somewhere tall fragmented ideal such that all the ϕj are
measures. Then, I is not gradually fragmented.

Proof. Without loss of generality, by restricting the ideal to an I-positive set, we may assume that I is
tall and non-trivial. Moreover, by Lemma 6.1.7(ii) and Remark 6.1.6(3), we may assume that, for all
j < ω and k ∈ aj , 0 < ϕj({k}) ≤ 1 (we restrict the ideal again to those points that have non-zero
measure). Let i < ω and Li := {j < ω / ϕj(aj) ≥ i + 1}, which is infinite. To see that I is not
gradually fragmented we show that, for each j ∈ Li, there exists a pairwise disjoint family Bj ⊆ P(aj)
of size ≤ 2 · i such that ∀b∈Bj (ϕj(b) ≤ 1) and ϕj(

⋃
Bj) > i.

6.1.11 Claim. Let x ⊆ aj such that ϕj(x) ≥ 1. Then, there exists a y ⊆ x such that 1
2 < ϕj(y) ≤ 1.

Proof. Let y be a subset of x of maximal measure ≤ 1. If ϕj(y) ≤ 1
2 there exists a k ∈ x r y so, as

ϕj(y ∪ {k}) > 1, we get that 1
2 < ϕ({k}) ≤ 1, which contradicts the maximality of y.

Construct Bj = {bj,k / k < l} by recursion on k, where 1
2 < ϕj(bj,k) ≤ 1 (l is defined at the end).

Assume we have got bk′ for k′ < k. If ϕj(
⋃
k′<k bj,k′) > i put l = k and stop the recursion. Otherwise,

ϕj(aj r
⋃
k′<k bj,k′) ≥ 1, so we get bj,k ⊆ aj r

⋃
k′<k bj,k′ by application of the claim. If this recursion

reaches 2 · i steps, put l = 2 · i. Note that ϕj(
⋃
Bj) =

∑
k<2·i ϕj(bj,k) > i.

6.1.12 Example. (1) Given c ∈ ωω, c ≥ 2 that converges to infinity and any partition P = {ai}i<ω
of ω into non-empty finite sets, denote by Ic(P ) := I〈ai, ϕi〉i<ω where ϕi(x) = logc(i)(|x| + 1)
for x ⊆ ai. In view of Remark 6.1.6(2), ϕi(x) can also be defined as the least k < ω such that
|x| < c(i)k.

This ideal is tall and gradually fragmented. Indeed, f : ω → ω, f(k) = k + 1 witnesses the gradual
fragmentation of the ideal, as

∀l<ω∀i,c(i)≥l∀B⊆P(ai)

[(
|B| ≤ l and ∀x∈B(|x| < c(i)k)

)
⇒ |

⋃
B| < c(i)k+1

]
.

This ideal is not trivial iff ∀k<ω∃∞i<ω(|ai| ≥ c(i)k).

This is a generalization of the polynomial growth ideal IP , which is Ic(〈ai〉i<ω) where {ai}i<ω is
the interval partition of ω such that |ai| = 2i and c = max{idω, 2}.

(2) An equivalent definition of the ideal EDfin mentioned in the introduction is given by EDfin =
I〈ai, ϕi〉i<ω where {ai}i<ω is the interval partition such that |ai| = i + 1 and ϕi(x) = |x| for
x ⊆ ai. As this ideal is tall and characterized by measures, Lemma 6.1.10 implies that EDfin is not
gradually fragmented.

(3) Let g : ω → ωr{0} and {ai}i<ω a partition of ω into non-empty finite sets. Define I = I〈ai, ϕi〉i<ω
where ϕi(x) = |x|/g(i). This ideal is tall and, if it is non-trivial, that is, the sequence of reals
{|ai|/g(i)}i<ω is not bounded, then I is not gradually fragmented by Lemma 6.1.10. It is clear that
EDfin is a particular case of this ideal. Also, the linear growth ideal IL is a particular case with
{ai}i<ω the interval partition of ω such that |ai| = 2i and g(i) = i+ 1.

(4) Let g : ω → ωr{0} and {ai}i<ω a partition of ω into non-empty finite sets. Define I = I〈ai, ϕi〉i<ω
where ϕi(x) = |x|1/g(i). I is tall and it is gradually fragmented iff ∃m<ω∀l<ω∀∞i<ω(min{l, |ai|} ≤
mg(i)). If such m exists, f(k) = m · k witnesses the gradual fragmentation of I. Indeed, for l < ω,
let N < ω be such that ∀i≥N (min{l, |ai|} ≤ mg(i)) so, for i ≥ N and B ⊆ P(ai) of size ≤ l such
that all its members have size ≤ kg(i), |⋃B| ≤ (m · k)g(i).
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For the other direction, assume that ∀m<ω∃l<ω∃∞i<ω(mg(i) < min{l, |ai|}). For m < ω choose
l < ω and W ⊆ ω infinite such that mg(i) < min{l, |ai|} for all i ∈ W . Then, for any B ⊆ P(ai)
of size mg(i) + 1 whose members are singletons (such a family exists), |⋃B| > mg(i).

The following result is a characterization of fragmented not gradually fragmented ideals. This was
taken from the proof of Theorem 6.1.5 in [HrRZ].

6.1.13 Lemma. Let I = I〈aj , ϕj〉j<ω be a fragmented not gradually fragmented ideal. Then, there exist
k < ω, a sequence 〈Ci〉i<ω of pairwise disjoint infinite subsets of ω and a sequence {li}i<ω of natural
numbers such that, for any i < ω and j ∈ Ci, there exists a pairwise disjoint family Bj of subsets of aj
such that |Bj | = li, ∀b∈Bj (0 < ϕj(b) ≤ k) and i < ϕj(

⋃
Bj) ≤ i+ k.

Proof. As I is not gradually fragmented, there exists a k < ω such that, for any i < ω, there are
l′i < ω and W ′i ⊆ ω infinite such that, for any j ∈ W ′i , there exists a B′j ⊆ P(aj) of size ≤ l′i
such that ∀b∈B′j (ϕj(b) ≤ k) and ϕj(

⋃
B′j) > i. By taking complements between the members of B′j ,

it is easy to find a pairwise disjoint family B′′j ⊆ P(aj) of size ≤ l′i such that
⋃
B′′j =

⋃
B′j and

∀b∈B′j (0 < ϕj(b) ≤ k). A similar argument as in the proof of (ii) implies (iii) of Lemma 6.1.7 shows
that there is a Bj ⊆ B′′j such that i < ϕj(

⋃
Bj) ≤ i+ k.

It is clear that, for each i < ω, there exist li ≤ l′i and W ′′i ⊆ W ′i infinite such that |Bj | = li for all
j ∈W ′′i . Finally, find Ci ⊆W ′′i infinite and pairwise disjoint.

As a final remark, note that a fragmented ideal I = I〈ai, ϕi〉i<ω is coded by the real 〈ai, ϕi〉i<ω,
so the formula x ∈ I is clearly Fσ and expressions like “I is gradually fragmented” and “I is tall” (see
Lemma 6.1.7) are Borel statements and, therefore, absolute notions.

6.2 Fragmented ideals with short gaps

In this section, we present a wide class of fragmented not gradually fragmented ideals that have, provably
in ZFC, Rothberger number equal to ℵ1. In fact, we present two different arguments for this. The first
(Theorem 6.2.1), discovered by Brendle in 2009, is based on eventually different functions and was used
originally to show b(EDfin) = ℵ1; in fact it can be used for the ideals in Example 6.1.12(3) as well. The
second method (Theorems 6.2.3 and 6.2.5), based on independent functions, seems to apply to a larger
class of ideals (including those of Examples 6.1.12(3) and (4)).

6.2.1 Theorem (Brendle (2009)). b(EDfin) = ℵ1.

Proof. Construct a disjoint family A = {An / n < ω} of subsets of ω such that, for each n < ω,
limi→+∞ |An∩ai| = +∞. To see that this can be done, construct, by induction on n < ω, a≤-increasing
sequence 〈en〉n<ω of functions in ωω such that en ≤ idω, en converges to infinity and en+1−en converges
to infinity. For each i < ω, consider a bijection gi : i+ 1→ ai and put An :=

⋃
n<ω gi[[en(i), en+1(i))]

and Ān :=
⋃
k≤nAk.

For each n < ω let Nn be such that An ∩ ai 6= ∅ for every i ≥ Nn. As limi→+∞ |An ∩ ai| = +∞,
there exists a pairwise eventually different family of functions {fn,α}α<ω1 in

∏
i≥Nn(An ∩ ai), that is,

if α 6= β then ∀∞i<ω(fn,α(i) 6= fn,β(i)).
Construct, by induction, a ⊆EDfin-increasing sequence B = {Bα}α<ω1 that is EDfin-orthogonal with

A and such that ∀β<α∀∞n<ω(ranfn,β ⊆ Bα). Indeed, let B0 = ∅ and Bα+1 = Bα ∪
⋃
n<ω ranfn,α.

For the limit step, if α < ω1 limit, let Bα =
⋃
n<ω

[
(Bαn r Ān) ∪ ⋃k<n ranfn,βk

]
where {αn}n<ω

is a strictly increasing sequence converging to α and α = {βk / k < ω} is an enumeration. Note
that Bαn r Bα ⊆ Bαn ∩ Ān ∈ EDfin, Bα ∩ An ⊆

⋃
k<n

(
(Bαk ∩ An) ∪ ranfn,βk

)
∈ EDfin and

∀n>k(ranfn,βk ⊆ Bα).
We claim that 〈A,B〉 is an EDfin-gap. Assume the contrary, so there exists a C that separates 〈A,B〉.

By recursion on n < ω, construct a decreasing chain {Xn}n<ω of infinite subsets of ω and Fn ⊆ ω1 finite
such that ∀α∈ω1rFn∀∞i∈Xn(fn,α(i) /∈ C). Start with X−1 = ω. Suppose that Xn has been constructed
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(n ≥ −1). As C ∩ An+1 ∈ EDfin, there exists an l < ω such that ∀i<ω(|C ∩ An+1 ∩ ai| ≤ l). By
recursion in j < ω choose, if possible, Yj ⊆ ω infinite and αj ∈ ω1 r {αk / k < j} such that Y0 = Xn,
Yj+1 ⊆ Yj and ∀i∈Yj+1(fn+1,αj (i) ∈ C). Note that this construction must stop at l, at the latest,
that is, Yl+1 and αl cannot exist. For otherwise, as {fn+1,α}α<ω1 is a sequence of pairwise eventually
different functions, there exists an i ∈ Yl+1 such that all fn+1,αj (i) are different for j ≤ l and then, as
{fn+1,αj (i) / j ≤ l} ⊆ C ∩ An+1 ∩ ai, |C ∩ An+1 ∩ ai| > l, which is impossible. Now, once the
construction stops at l0 ≤ l, Fn+1 := {αj / j < l0} and Xn+1 := Yl0 are as required.

Let X be a pseudo-intersection of {Xn}n<ω. Choose α < ω1 strictly above all the ordinals in⋃
n<ω Fn. Note that, for any n < ω, ranfn,α ⊆ Bα+1 and ∀∞i∈X(fn,α(i) /∈ C). On the other hand, as

Bα+1 ⊆EDfin C, there exists a k < ω such that ∀i<ω(|ai ∩ Bα+1 r C| ≤ k). We can find an i ∈ X
such that i ≥ Nn and fn,α(i) /∈ C for all n ≤ k. Then, {fn,α(i) / n ≤ k} ⊆ ai ∩ Bα+1 r C so, as
fn,α(i) ∈ An, it is clear that |ai ∩Bα+1 r C| > k, a contradiction.

6.2.2 Corollary. If I is a non-trivial ideal as defined in Example 6.1.12(3), then b(I) = ℵ1.

Proof. By Lemma 6.1.2, we may assume that |ai| = (i + 1)g(i) for any i < ω. Let {ai,j}j<i+1 be a
partition of ai into sets of size g(i). Let {bi}i<ω be the interval partition of ω such that |bi| = i + 1
and let bi = {ki,j / j < i + 1} be an enumeration. Define the finite-one function h : ω → ω such that
h−1[{ki,j}] = ai,j . Note that, for x ⊆ ω, x ∈ EDfin iff h−1[x] ∈ I, so F : P(ω)/EDfin → P(ω)/I,
F ([x]) = [h−1[x]], is an embedding (of Boolean algebras).

It suffices to show that F preserves gaps. Let 〈A,B〉 be EDfin-orthogonal. If the I-orthogonal
pair 〈{h−1[A] / A ∈ A}, {h−1[B] / B ∈ A}〉 is separated by a subset C of ω, then H(C) :=⋃
i<ω{ki,j / |C ∩ ai,j | ≥ 1

2g(i)} separates 〈A,B〉. Indeed, if A ∈ A then there exists an l < ω such that
|C ∩ h−1[A ∩ bi]| = |C ∩ h−1[A] ∩ ai| ≤ l · g(i) for all i < ω. Therefore, |H(C) ∩ A ∩ bi| ≤ 2 · l
for every i < ω, so H(C) ∩ A ∈ EDfin. Likewise, as ω rH(C) =

⋃
i<ω{ki,j / |ai,j r C| > 1

2g(i)},
B rH(C) ∈ EDfin for any B ∈ B.

We will obtain a generalization of the previous two results in two ways. The first part for our gener-
alization focuses on the class of fragmented not gradually fragmented ideals that can be characterized by
uniform submeasures. For a finite set a, we say that a submeasure ϕ : P(a) → [0,+∞) is uniform if it
only depends on the size of the sets.

6.2.3 Theorem. Let I = I〈aj , ϕj〉j<ω be a fragmented not gradually fragmented ideal such that all the
ϕj are uniform submeasures. Then, b(I) = ℵ1.

Proof. Let k be as in Lemma 6.1.13. By multiplying all the submeasures by 1
k (see Remark 6.1.6(3)),

we may assume that k = 1. Therefore, we can write I = I〈ai,j,k, ϕi,j,k〉i,j,k<ω, where the submeasures
are uniform, such that there is a sequence {li}i<ω of natural numbers such that, for any i < ω, there is
Wi ⊆ ω × ω infinite and, for any (j, k) ∈ Wi, there exists Bi,j,k a pairwise disjoint family of subsets of
ai,j,k such that |Bi,j,k| = li, ∀b∈Bi,j,k(0 < ϕi,j,k(b) ≤ 1) and i < ϕi,j,k(

⋃
Bi,j,k) ≤ i + 1. By Lemma

6.1.2, we may assume that Wi = ω × ω and ai,j,k =
⋃
Bi,j,k for all i, j, k < ω. Also, without loss of

generality, ϕi,j,k = dϕi,j,ke (Remark 6.1.6(2)), so ∀b∈Bi,j,k(ϕi,j,k(b) = 1) and ϕ(ai,j,k) = i+ 1.
Fix i, j, k < ω. For each m ≤ i + 1 let si,j,k(m) be the maximal n ≤ |ai,j,k| such that all the

subsets of ai,j,k of size n have submeasure equal to m. By uniformity, it is clear that si,j,k(m) exists and
si,j,k(m) < si,j,k(m + 1) for m ≤ i. Also, note that si,j,k(0) = 0. By induction on m ≤ i, it is easy to
prove that m · si,j,k(1) ≤ si,j,k(m).

For each 0 < m < ω, i ≥ m and j, k < ω, let ni,j,k(m) and ri,j,k(m) < si,j,k(m) be such that
|ai,j,k| = si,j,k(m) · ni,j,k(m) + ri,j,k(m). Note that m · si,j,k(1) · ni,j,k(m) ≤ si,j,k(m) · ni,j,k(m) ≤
|ai,j,k| ≤ li · si,j,k(1), where the last inequality holds because |Bi,j,k| = li. Therefore, ni,j,k(m) ≤ li.
Thus, for a fixed i < ω, there is an infinite Vi ⊆ ω × ω such that, for all 0 < m ≤ i, there is an
ni(m) ≤ li such that ni,j,k(m) = ni(m) for all (j, k) ∈ Vi. Again, by Lemma 6.1.2, we may assume
that Vi = ω × ω.
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Fix k < ω and put

Pk =
∏{

{x ⊆ ai,j,k / |x| = si,j,k(k)} / j < ω, i ≥ k}
}
.

Say that a family F ⊆ Pk is independent if, for any finite F ⊆ F and for all i ≥ k, there are infinitely
many j’s such that {f(i, j) / f ∈ F} is either pairwise disjoint or its union is ai,j,k. It is easy to see that
adding a Cohen real adds a real c ∈ Pk such that, whenever F is an independent family in the ground
model, F ∪ {c} is independent in the extension. Therefore, there exists an independent family Fk ⊆ Pk
of size ℵ1. Say Fk = {fk,α / α < ω1}.

For k < ω let Ak :=
⋃
i,j<ω ai,j,k and, for α < ω1, let Bα :=

⋃{fk,α(i, j) / j, k < ω, i ≥ k}. As
Ak ∩ Bα =

⋃{fk,α(i, j) / j < ω, i ≥ k} and ϕi,j,k(fk,α(i, j)) = k, we get that Ak ∩ Bα ∈ I, that is,
〈{Ak}k<ω, {Bα}α<ω1〉 is I-orthogonal. We want to show that it is an I-gap.

Assume that B separates 〈{Ak}k<ω, {Bα}α<ω1〉. Find Γ ⊆ ω1 uncountable and m < ω such that,
for all α ∈ Γ, ϕ̄(Bα r B) ≤ m (here, ϕ̄(X) = supi,j,k<ω{ϕi,j,k(X ∩ ai,j,k)}). Let k > 2m and find
i ≥ k such that i + 1 − k > 2 · ϕ̄(Ak ∩ B). Choose H ⊆ Γ of size ni(k). By independence, there
are infinitely many j’s such that {fk,α(i, j) / α ∈ H} is a disjoint family because, in the case that its
union is ai,j,k, we have ri,j,k(k) = 0 and the family will be disjoint anyway. Work with one of these j’s.
For any α ∈ H , as ϕi,j,k(fk,α(i, j) r B) ≤ m and ϕi,j,k(fk,α(i, j)) = k, we obtain |fk,α(i, j) r B| <
1
2 |fk,α(i, j)| = 1

2si,j,k(k). Thus, |⋃α∈H fk,α(i, j)rB| < 1
2ni(k)si,j,k(k) = 1

2 |
⋃
α∈H fk,α(i, j)|, which

implies that ϕi,j,k(
⋃
α∈H fk,α(i, j) ∩B) ≥ 1

2ϕi,j,k(
⋃
α∈H fk,α(i, j)). But, because ri,j,k(k) < si,j,k(k),

we have ϕi,j,k(
⋃
α∈H fk,α(i, j)) ≥ i+ 1− k > 2 · ϕi,j,k(ai,j,k ∩B), a contradiction.

6.2.4 Corollary. Let I be a fragmented not gradually fragmented ideal as in Example 6.1.12(4). Then,
b(I) = ℵ1.

The second part corresponds to fragmented not gradually fragmented ideals that can be characterized
by measures.

6.2.5 Theorem. Let I = I〈aj , ϕj〉j<ω be a somewhere tall fragmented ideal such that all the ϕj are
measures. Then, b(I) = ℵ1.

Proof. I is not gradually fragmented by Lemma 6.1.10. Like in the first part of the proof of Theorem
6.2.3, we may assume that I = I〈ai,j,k, ϕi,j,k〉i,j,k<ω is given by measures and that there is a sequence
{li}i<ω of natural numbers such that, for any i, j, k < ω, there exists Bi,j,k a pairwise disjoint family
of subsets of ai,j,k such that |Bi,j,k| = li, ∀b∈Bi,j,k(0 < ϕi,j,k(b) ≤ 1),

⋃
Bi,j,k = ai,j,k and i <

ϕi,j,k(ai,j,k) ≤ i+ 1.
For i, j, k < ω, there exist ni.j,k < ω and ri,j,k ≤ k such that i + 1 = (k + 1) · ni,j,k + ri,j,k.

As (k + 1) · ni,j,k ≤ i + 1, we may assume that there is an ni,k < ω such that ni,j,k = ni,k for all
but finitely many j < ω. To see this, construct a decreasing family {Wi,k}i,k<ω (with respect to a well
order of ω × ω) of infinite subsets of ω such that, for each i, k < ω, there is an ni,k < ω such that
ni,j,k = ni,k for all j ∈ Wi,k. Let W be a pseudo-intersection of {Wi,k}i,k<ω. By restricting the ideal,
we may assume that W = ω (the set corresponding to the j coordinates). Also note that, for fixed k, the
sequence {ni,k}i<ω converges to infinity because i+ 1 < (k + 1) · (ni,k + 1).

Start as in the proof of Theorem 6.2.3 but change “|x| = si,j,k(k)” to “ϕi,j,k(x) ∈ (k, k + 1]” in the
definition of Pk. After choosing Γ and m, proceed as follows. Choose k > m and find i ≥ k such that
ϕ̄(Ak ∩ B) < ni,k − 1. Now, for H ⊆ Γ of size ni,k − 1, by independence there are infinitely many
j’s such that ni,j,k = ni,k and {fk,α(i, j) / α ∈ H} is a disjoint family. Work with one of these j’s. As
ϕi,j,k(

⋃
α∈H fk,α(i, j)rB) ≤ m·(ni,k−1), ϕi,j,k(

⋃
α∈H fk,α(i, j)∩B) > (ni,k−1)·(k−m) ≥ ni,k−1.

Thus, ϕi,j,k(B ∩ ai,j,k) > ni,k − 1, a contradiction.

Note that if I is a fragmented not gradually fragmented ideal and ω = X ∪ Y is a disjoint union,
then I�X or I�Y is not gradually fragmented. Because of this, we can mix Theorems 6.2.3 and 6.2.5 to
obtain
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6.2.6 Corollary. Let I = I〈aj , ϕj〉j<ω be a fragmented not gradually fragmented ideal such that, for
all but finitely many j < ω, either ϕj is a measure or a uniform submeasure. Then, b(I) = ℵ1.

To finish this section, we explain a way of how to obtain a fragmented not gradually fragmented
ideal from a fragmented ideal. Let I = I〈ai, ϕi〉i<ω be a fragmented ideal. Now, let 〈ai,j〉i,j<ω be a
partition of ω such that, for a fixed i < ω and all j < ω, |ai,j | = |ai| and ϕi,j : P(ai,j) → [0,+∞)
is the submeasure associated with 〈ai, ϕi〉, that is, if hi,j : ai,j → ai is the (unique) strictly increasing
bijection, then ϕi,j(x) = ϕi(hi,j [x]) for any x ⊆ ai,j . Let Î be the fragmented ideal associated to
〈ai,j , ϕi,j〉i,j<ω. Roughly speaking, Î is the ideal obtained by taking countably many copies of the ideal
I.

6.2.7 Lemma. With the notation of the previous paragraph,

(a) if I is nowhere tall, then Î is also nowhere tall;

(b) if I is somewhere tall, then Î is not gradually fragmented.

Proof. (a) Let X ⊆ ω be Î-positive, that is, {ϕi,j(X ∩ ai,j)}i,j<ω is an unbounded set of non-negative
reals. Then, there existW ⊆ ω infinite and a function g : W → ω such that {ϕi,g(i)(X∩ai,g(i))}i∈W
converges to infinity. PutX1 =

⋃
i∈W X∩ai,g(i) ⊆ X andX ′1 =

⋃
i∈W (hi,g(i)[X∩ai,g(i)]). Clearly,

〈X1, Î�X1〉 and 〈X ′1, I�X ′1〉 are isomorphic and, as the second ideal is not tall, neither is the first
ideal.

(b) Without loss of generality, we may assume that I is tall and non-trivial. By Lemma 6.1.7, let k be
such that ϕi({c}) ≤ k for all c ∈ ai and i < ω. Now let m < ω be arbitrary. Choose an i < ω such
that ϕi(ai) > m and let l := |ai|. Note that, for any j < ω, the family Bi,j = {{c} / c ∈ ai,j} has
size l and satisfies ∀b∈Bi,j (ϕi,j(b) ≤ k) and ϕi,j(

⋃
Bi,j) > m.

6.2.8 Corollary. Let I = I〈ai, ϕi〉i<ω be a somewhere tall fragmented ideal such that, for any i < ω,
either ϕi is uniform or is a measure. Then, b(Î) = ℵ1.

6.3 Destroying gaps of gradually fragmented ideals

We present in this section a way to destroy Rothberger gaps for gradually fragmented ideals by a ccc
poset. Moreover, for the case of an ideal like in Example 6.1.12(1), we can even find a natural cardinal
invariant that is less than or equal to its Rothberger number. As a consequence of our discussion we
obtain two basic ZFC-results: the Rothberger number of any gradually fragmented ideal is larger or
equal to add(N ) (Corollary 6.3.5) and the Rothberger number of any fragmented nowhere tall ideal is b
(Corollary 6.3.6).

To fix some notation, for b, h ∈ ωω let Rb :=
∏
i<ω b(i) and S(b, h) :=

∏
i<ω[b(i)]≤h(i). Also,

for n < ω put Sn(b, h) :=
∏
i<n[b(i)]≤h(i) and S<ω(b, h) :=

⋃
n<ω Sn(b, h). The forcing notions and

cardinal invariants involved in the destruction of Rothberger gaps of gradually fragmented ideals are,
respectively, parameterized versions of the localization forcings and of the cardinal invariant add(N ).

6.3.1 Definition (Localization posets and cardinal invariants). Let b, h ∈ ωω such that b > 0.

(1) Define bLoc(b, h) as the minimal size of a subset of Rb that cannot be localized by any slalom in
S(b, h) (if it exists).

(2) If h ∈ ωω is a non-decreasing function, for F ⊆ Rb, define the poset

LOChb,F := {(s, F ) / s ∈ S<ω(b, h), F ⊆ F and |F | ≤ h(|s|)}

ordered by (s′, F ′) ≤ (s, F ) iff s ⊆ s′, F ⊆ F ′ and ∀i∈[|s|,|s′|)({x(i) / x ∈ F} ⊆ s′(i)). Put
LOChb := LOChb,Rb .
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6.3.2 Remark. (1) If X ⊆ ω is infinite, then bLoc(b, h) ≤ bLoc(b�X,h�X).

(2) Denote [h < b] := {i < ω / h(i) < b(i)}. Then, bLoc(b, h) exists iff [h < b] is infinite. In this case,
bLoc(b, h) ≤ non(M) and, moreover, bLoc(b, h) = bLoc(b�[h < b], h�[h < b]).

(3) If [h < b] is infinite and h�[h < b] does not converge to infinity, then bLoc(b, h) is finite. To see this,
without loss of generality, assume h < b. As h does not converge to infinity, there is an m < ω and
X ⊆ ω infinite such that h�X = m, so, by (1), bLoc(b, h) ≤ bLoc(b�X,h�X) = m+ 1.

(4) If h�[h < b] converges to infinity, then add(N ) ≤ bLoc(b, h) by the Bartoszyński’s characterization
of add(N ) (Theorem 1.4.2)

6.3.3 Lemma. In the notation of Definition 6.3.1, if h converges to infinity, then LOChb,F is σ-linked and
generically adds a slalom in S(b, h) that localizes all the reals in F . In particular, LOChb generically
adds a slalom in S(b, h) that localizes all the ground model reals in Rb.

Proof. σ-linked is witnessed by Qs := {(t, F ) ∈ LOChb,F / t = s and |F | ≤ h(|s|)/2} for s ∈
S<ω(b, h). Convergence of h to infinity is needed for the density of

⋃
s∈S<ω(b,h)Qs. If Ġ is the LOChb,F -

name of the generic subset, then
⋃

domĠ is the name of the slalom that localizes all the reals in F .

It is clear thatLOChb is a Suslin σ-linked poset. Moreover, as in Lemma 2.2.11, LOChb is correctness-
preserving.

6.3.4 Theorem. Let I be a gradually fragmented ideal. Then, there exists a function b ∈ ωω and a
D-name ḣ of a non-decreasing function in ωω that converges to infinity such that the forcing D ∗ LOCḣb
destroys all the I-Rothberger gaps of the ground model.

Proof. In V (the ground model), let I = I〈ai, ϕi〉i<ω be a gradually fragmented ideal and f ∈ ωω a
function that witnesses its gradual fragmentation. Let d ∈ ωω be a dominating real added generically
over V by D. In V [d], by the gradual fragmentation of I, find a non-decreasing sequence {Nl}l<ω of
natural numbers that converges to infinity and such that

(+) ∀n≤l∀i≥Nl∀B⊆P(ai)

[(
|B| ≤ l and ∀x∈B(ϕi(x) ≤ d(n))

)
⇒ ϕi(

⋃
B) ≤ f(d(n))

]
.

N0 = 0 can be assumed. Let h : ω → ω be defined as h(i) = l when i ∈ [Nl, Nl+1).
Back in V , let ḣ be the D-name of h and put b(i) = P(ai). Now, let 〈A,B〉 be I-orthogonal with

|A| = ℵ0 and we show that D ∗ LOCḣb adds a subset of ω that separates 〈A,B〉, moreover, we can even
find a D-name Ḟ of a subset of Rb of size ≤ |B| such that D ∗ LOCḣ

b,Ḟ adds such a subset of ω. Put
A = {An / n < ω}. Without loss of generality, we may assume that A is a partition of ω and that,
for each i < ω, ∀n>i(An ∩ ai = ∅), so {An ∩ ai}n≤i becomes a partition of ai. For each B ∈ B, let
gB ∈ ωω be such that gB(n) = dϕ̄(B ∩An)e. Step into V [d] and, for each B ∈ B, define xB ∈ Rb such
that xB(i) =

⋃
n≤i xB(i, n) where xB(i, n) = B ∩An ∩ ai if ϕi(B ∩An ∩ ai) ≤ d(n) and, otherwise,

xB(i, n) = ∅. Put F := {xB / B ∈ B}.
Let ψ be a slalom in S(b, h) added generically over V [d] byLOChb,F . Now, work in V [d][ψ]. Without

loss of generality, we may assume that, for every i < ω, ∀x∈ψ(i)∀n≤i(ϕi(x ∩An) ≤ d(n)) (just take out
those x of ψ(i) that do not satisfy that property). Put C :=

⋃
i<ω

⋃
x∈ψ(i) x. This C separates 〈A,B〉.

• C ∩ An ∈ I for all n < ω, moreover, ϕi(C ∩ An ∩ ai) ≤ f(d(n)) for all i ≥ Nn. It is enough
to consider i ≥ n (because An ∩ ai = ∅ for all i < n). Let l < ω be such that i ∈ [Nl, Nl+1), so
|ψ(i)| ≤ h(i) = l and, by (+), as n ≤ l, C ∩An ∩ ai =

⋃
x∈ψ(i)(x∩An) and ϕi(x∩An) ≤ d(n)

for all x ∈ ψ(i), we have that ϕi(C ∩An ∩ ai) ≤ f(d(n)).

• B r C ∈ I for all B ∈ B. Note that gB ≤∗ d, so there exists an m < ω such that, for every
n ≥ m and i ≥ n, ϕi(B ∩ An ∩ ai) ≤ d(n). Also, as xB ∈∗ ψ, we may assume (by enlarging
m) that xB(i) ∈ ψ(i) for all i ≥ m. Then, B ∩ An ∩ ai ⊆ C ∩ An ∩ ai for all i ≥ n ≥ m, so
B ∩ (

⋃
n≥mAn) ⊆∗ C ∩ (

⋃
n≥mAn). As An ∩B ∈ I for any n < ω, it follows that B ⊆I C.
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The previous proof also indicates that the forcing D ∗ LOCḣ destroys the Rothberger gaps of the
ground model for any gradually fragmented ideal I. But, as any localization forcing LOCh

′
adds a

dominating real, the following result comes as a consequence.

6.3.5 Corollary. If I is a gradually fragmented ideal, then add(N ) ≤ b(I).

Proof. Let I = I〈ai, ϕi〉i<ω and 〈A,B〉 be I-orthogonal whereA is a partition of ω and |B| < add(N ).
Let χ be a large enough regular cardinal and M � Hχ such that B ∪ {A,B, 〈ai, ϕi〉i<ω} ⊆ M and
|M | < add(N ). As add(N ) ≤ b, there exists a real d ∈ ωω dominating M ∩ ωω. Define b, h and
F = {gB / B ∈ B} as in the proof of Theorem 6.3.4. Let N � Hχ be such that M ∪ {d} ⊆ N and
|N | < add(N ). As add(N ) ≤ bLoc(b, h), we can find ψ ∈ S(b, h) that localizes all the reals in Rb ∩N .
Like in the proof of Theorem 6.3.4, we can construct C that separates 〈A,B〉.

If in the proof of Theorem 6.3.4 we consider a partition 〈ai〉i<ω such that 〈|ai|〉i<ω is bounded, then
the resulting forcing LOChb does not add anything new, which means that we can destroy I-Rothberger
gaps in this case by just adding dominating reals. Therefore, as a consequence of Lemma 6.1.9, it follows
that

6.3.6 Corollary. If I is a nowhere tall fragmented ideal on ω, then b(I) = b.

In the particular case of the gradually fragmented ideals in 6.1.12(1), we even get a nice lower bound
for the Rothberger number for each of these ideals.

6.3.7 Lemma. Let b, h ∈ ωω be functions converging to infinity such that b ≥ 2 and h is non-decreasing.
If c ∈ ωω is such that 2 ≤ c and h ≤∗ c and P = {ai}i<ω is a partition of ω into non-empty finite sets
such that |ai| ≤ log2 b(i) for all but finitely many i < ω, then min{bLoc(b, h), b} ≤ b(Ic(P )). Also, the
forcing D ∗ ˙LOC

h
b destroys the Rothberger gaps of Ic(P ).

Proof. As b′ ≤∗ b implies bLoc(b, h) ≤ bLoc(b
′, h), it is enough to assume that b(i) = 2|ai| for all

i < ω. Note that, in the proof of Theorem 6.3.4, any sequence {Nl}l<ω such that c(i) ≥ l for all i ≥ Nl

serves for the purposes of that proof, so it can be defined in the ground model. In particular, choose
such a sequence with the property ∀i∈[Nl,Nl+1)(h(i) = l ≤ c(i)) for all but finitely many l < ω. Define
h′(i) = l when i ∈ [Nl, Nl+1). By the argument of the same proof, min{bLoc(b, h

′), b} ≤ b(Ic(P ))
and, as h′ =∗ h, it is clear that bLoc(b, h

′) = bLoc(b, h).

To finish this section, we prove that it is consistent that b < bLoc(b, h) for all the pair of functions
b, h ∈ ωω for which bLoc(b, h) is infinite.

6.3.8 Lemma. LOChb is ≤∗-good.

Proof. The proof is very similar to (even simpler than) the proof of Lemma 3.2.4. Let ġ be a LOChb -
name for a real in ωω and find an h ∈ ωω such that, for any f ∈ ωω that is not dominated by h, 
 f �∗ ġ.
For s ∈ S<ω(b, h) and n ≤ h(|s|), define hs,n : ω → ω + 1 such that hs,n(i) is the minimal j ≤ ω such
that, for any F ⊆ Rb of size n, (s, F ) 6
 ġ(i) > j.

6.3.9 Claim. hs,n ∈ ωω.

Proof. Towards a contradiction, assume that there is an i < ω such that, for any j < ω there is an
Fj ⊆ Rb of size n such that (s, Fj) 
 ġ(i) > j. Put Fj = {f lj / l < n}. Find a strictly increasing
sequence {mj}j<ω of natural numbers and, for l < n, construct f l ∈ Rb such that, for any k < ω,
f lmj (k) = f l(k) for any j > k. This construction is carried out as in the proof of Claim 3.2.5 and it is
simpler because, for fixed l < n and k < ω, the set {f lj(k) /j < ω} is always finite.

Put F ′ = {f l / l < n} and find (t, F ′′) ≤ (s, F ′) in LOChb with h(|t|) ≥ |F ′′|+ n and j0 < ω such
that (t, F ′′) 
 ġ(i) = j0. Choose j ≥ j0 above |t|, so (t, Fmj ∪ F ′′) is a common extension of (t, F ′′)
and (s, Fmj ). Indeed, if k ∈ |t|r |s| and l < k, then f lmj (k) = f l(k) ∈ t(k) because (t, F ′′) ≤ (s, F ′) .

Therefore, (t, Fmj ∪ F ′′) forces that j0 = ġ(i) > mj ≥ j, a contradiction.
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Let h ∈ ωω be a function dominating {hs,n / s ∈ S<ω(b, h), n ≤ h(|s|)}. Exactly as in the proof of
Lemma 3.2.4, h is as required.

6.3.10 Lemma. Let b, h ∈ ωω such that b > 0 and h converges to infinity. Then, there is an non-
decreasing function h′ that converges to infinity and b′ ∈ ωω, b′ > 0, such that b′ > h′ and bLoc(b

′, h′) ≤
bLoc(b, h).

Proof. Without loss of generality, assume that 0 < h < b. Define {Nl}l,ω ⊆ ω strictly increasing by
recursion: N0 = 0 and Nl+1 > Nl is such that h(i) > maxj≤Nl{h(j)} + 1 for all i ≥ Nl+1. Denote
Il = [Nl, Nl+1) and put h′(0) = 0 and h′(l) = h(Nl−1) for all 0 < l < ω. Clearly, h′ is strictly
increasing. Put b′(l) =

∏
i∈Il b(i).

To see bLoc(b
′, h′) ≤ bLoc(b, h), find F : Rb → Rb′ and F ′ : S(b′, h′) → S(b, h) such that,

for any x ∈ Rb and ψ′ ∈ S(b′, h′), F (x) ∈∗ ψ′ implies x ∈∗ F ′(ψ′). F is the bijection given by
F (x) = {x�Il}l<ω and, for ψ′ ∈ S(b′, h′), let F ′(ψ′)(i) = {σ(i) / σ ∈ ψ′(l)} for i ∈ Il and l < ω.
Here, |F ′(ψ′)(i)| ≤ |ψ′(l)| ≤ h′(l) < h(i), so F ′(ψ′) ∈ S(b, h). Now, if F (x) ∈∗ ψ′, then there is an
m < ω such that x�Il ∈ ψ′(l) for all l ≥ m. Thus, for i ≥ Nm, x(i) ∈ F ′(ψ′)(i).

6.3.11 Theorem. Let κ ≤ λ be regular uncountable cardinals such that λ<κ = λ. Then, there is a ccc
poset that forces b = κ and bLoc(b, h) = λ for all b, h ∈ ωω with b > 0 for which bLoc(b, h) exists and is
infinite. Moreover, this poset forces b(I) = b = κ for any gradually fragmented ideal I.

Proof. By a book-keeping argument (as used in the results of Section 4.1), if κ ≤ λ are uncountable
regular cardinals and λ<κ = λ, it is possible to perform a fsi Pλ = 〈Pα, Q̇α〉α<λ alternating between
suborders of D of size < κ and posets of the form LOChb , with b > 0 and h non-decreasing and
converging to infinity, such that, for any α < λ and Pα-names ḃ and ḣ of such reals, there is a β ∈ [α, λ)

such that Q̇β is LOCḣ
ḃ
, likewise for any Pα-name for a suborder ofD of size < κ. In a Pλ-extension Vλ,

it is clear that c ≤ λ and that λ ≤ bLoc(b, h) for any b, h ∈ ωω ∩ Vλ with b > 0 and h non-decreasing
that converges to infinity. Therefore, bLoc(b, h) = λ when such a bLoc(b, h) exists. By Remark 6.3.2 and
Lemma 6.3.10, bLoc(b, h) = λ for any b, h ∈ ωω ∩ Vλ with b > 0 and h�[h < b] convergent to infinity
(i.e., when bLoc(b, h) exists and is infinite).

On the other hand, the iteration is κ-≤∗-good and, by the use of small suborders ofD, Pλ forces that
b = κ (see results in Section 4.1 for details of this type of argument).

The second statement is a direct consequence of the first. Let I be a fragmented ideal and 〈A,B〉 an
I-orthogonal family with A a partition of ω and |B| < κ = b. Define gB for B ∈ B as in the proof of
Theorem 6.3.4, so, as b = κ, there is a d ∈ ωω that dominates {gB / B ∈ B}. Now, if b and h are defined
as in the proof of Theorem 6.3.4, as bLoc(b, h) ≥ κ, we can find a subset of ω that separates 〈A,B〉.

6.4 Preservation properties

We present some properties that help us to preserve the Rothberger number of a tall fragmented ideal
small under certain forcing extensions. Actually, we present a new cardinal invariant that serves as upper
bound for some of these Rothberger numbers and study a property for preserving this invariant small
under generic extensions. Many ideas involved for this are taken from [KaO14].

For this section, fix I = I〈ai, ϕi〉i<ω a tall fragmented ideal, 2ā := {P(ai)}i<ω, L̄ := {Ln}n<ω a
partition of ω into infinite sets, An :=

⋃
i∈Ln ai and A := {An /n < ω}, which is also a partition of ω

into infinite sets. Let O(I, L̄) be the collection of all the subsets of ω that are I-orthogonal with A. In
our applications, we will have that limi→+∞ ϕi(ai) = +∞ (a useful assumption for applying Theorem
6.4.2 and for saying something about the Rothberger number of I), but this is not a general requirement
for the results in this section.

6.4.1 Definition. Let ρ ∈ ωω, ρ > 0.

(1) For ψ ∈∏i<ω P(P(ai)) and Y ∈ O(I, L̄), define Y ∈′ ψ iff ∀n<ω∃∞i∈Ln(Y ∩ ai ∈ ψ(i)).
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(2) bρ(I, L̄) is the least size of a subset Ψ of S(2ā, ρ) that coversO(I, L̄), that is, for any Y ∈ O(I, L̄),
there exists a ψ ∈ Ψ such that Y ∈′ ψ.

From now on in this chapter, fix E ⊆ ωω such that

(i) For any e ∈ E , e is non-decreasing, converges to infinity, e ≤ idω and idω− e converges to infinity.

(ii) If e ∈ E then there exists an e′ ∈ E such that e+ 1 ≤∗ e′.

(iii) If C ⊆ E is countable, there exists an e ∈ E that ≤∗-dominates all the reals in C.

This family can be constructed by recursion on α < ω1 in such a way that E = {eα / α < ω1} is
≤∗-increasing and eα+1 =∗ eα + 1 for all α < ω. Lemma 6.5.5 can also be used (with g = idω and
H = idω + 1).

For b, ρ ∈ ωω, put S̃(b, ρ) :=
⋃
e∈E S(b, ρe). For L ⊆ ω, denote by S(b, ρ)�L := {ψ�L / ψ ∈

S(b, ρ)}, likewise for S̃(b, ρ)�L. For m < ω, put Pm,i(I) := {x ⊆ ai / ϕi(x) ≤ m}, S(I, L,m, ρ) :=

S({Pm,i(I)}i<ω, ρ)�L and S̃(I, L,m, ρ) := S̃({Pm,i(I)}i<ω, ρ)�L. Note that S̃(b, 1) = S(b, 1) and
S̃(I, L,m, 1) = S(I, L,m, 1).

6.4.2 Theorem. If limi→+∞ ϕi(ai)/ρ(i) = +∞ then b(I) ≤ bρ(I, L̄).

Proof.

6.4.3 Claim. Let L ⊆ ω be infinite, A :=
⋃
i∈L ai, n < ω, f ∈ ωω and {ψk}k<ω a sequence of slaloms

such that ψk ∈ S(I, L, f(k), ρ). Then, there exists a Z ∈ I�A such that

(i) ∀∞i∈L(ϕi(Z ∩ ai) > n) and

(ii) ∀k<ω∀∞i∈L∀x∈ψk(i)(x ∩ Z = ∅).

Proof. For k < ω, put mk := (k + 1) ·maxj≤k{f(j)}. Let {Nk}k<ω be a strictly increasing sequence
of natural numbers such that ϕi(ai) > n + mk · ρ(i) for all i ≥ Nk. Now, by tallness, find l < ω as
in Lemma 6.1.7(iii) applied to m = n. For i ∈ L ∩ [Nk, Nk+1), as ϕi(

⋃
j≤k

⋃
x∈ψj(i) x) ≤ mk · ρ(i),

ai r
⋃
j≤k

⋃
x∈ψj(i) x has submeasure bigger than n, so, by tallness, it contains a zi with submeasure in

(n, l]. Therefore, Z =
⋃
i∈L∩[N0,ω) zi is as required.

6.4.4 Claim. Let L ⊆ ω infinite, A :=
⋃
i∈L ai, ψ ∈ S(2ā, ρ)�L and n < ω. Then, there exists a

Zψ ∈ I�A such that

(i) ∀∞i∈L(ϕi(Zψ ∩ ai) > n) and

(ii) ∀k<ω∀∞i∈L∀x∈ψ(i)(ϕi(x) ≤ k⇒ x ∩ Zψ = ∅).

Proof. For each k < ω put ψk(i) = {x ∈ ψ(i) /ϕi(x) ≤ k} and apply the previous claim with
f = idω.

Now, let Ψ ⊆ S(2ā, ρ) be a witness of bρ(I, L̄). For each ψ ∈ Ψ and n < ω, let Zψ,n ∈ I�An be
as in Claim 6.4.4 applied to Ln, An, ψ�Ln and n. Put Zψ :=

⋃
n<ω Zψ,n, which is clearly in O(I, L̄).

It is enough to prove that the orthogonal pair 〈A, {Zψ / ψ ∈ Ψ}〉 is an I-gap. Let X ∈ O(I, L̄)
and choose ψ ∈ Ψ such that X ∈′ ψ. We show that, for any n < ω there is some i < ω such that
ϕi(ai ∩ Zψ r X) > n. Choose m < ω such that ϕ̄(X ∩ An) ≤ m, that is, ϕi(X ∩ ai) ≤ m for all
i ∈ Ln. By Claim 6.4.4, choose a large enough i ∈ Ln such that X ∩ ai ∈ ψ(i), ϕi(Zψ ∩ ai) > n and
X ∩ ai ∩ Zψ = ∅, so ϕi(ai ∩ Zψ rX) > n.

6.4.5 Definition. Let ρ ∈ ωω with ρ > 0 and θ a cardinal number.

(1) Ψ′′ ⊆ S(2ā, ρidω) is said to be a θ-ρ-strong covering family (with respect to I and L̄) if, for any
Ψ ⊆ ⋃m,n<ω S̃(I, Ln,m, ρ) of size < θ, there exists a ψ′′ ∈ Ψ′′ such that, for all n < ω and ψ ∈ Ψ
such that domψ = Ln, ∃∞i∈Ln(ψ′′(i) ⊇ ψ(i)).
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(2) A poset P is θ-〈L̄, I, ρ〉-good if, for everym,n < ω and ψ̇ a P-name for a slalom in S̃(I, Ln,m, ρ),
there exists a nonempty Ψ ⊆ S̃(I, Ln,m, ρ) of size < θ such that, for any ψ′′ ∈ S(2ā, ρidω), if
∀ψ′∈Ψ∃∞i∈Ln(ψ′′(i) ⊇ ψ′(i)), then 
 ∃∞i∈Ln(ψ′′(i) ⊇ ψ̇(i)).

Note that (2) is simpler for the case ρ = 1.

The property in (2) is, actually, an intersection of countably many versions of a simpler property
that is defined in [KaO14, Def. 6]. Although θ-〈L̄, I, ρ〉-goodness is not expressed in terms of a binary
relation as in Context 3.1.1, it works in a similar way as goodness in Definition 3.1.5, say, it is a key
property for preserving θ-ρ-strong covering families when θ is regular uncountable and it is preserved
in finite support iterations. We are interested in using this property to preserve the cardinal bρ

idω
(I, L̄)

small in generic extensions.

6.4.6 Lemma. Let θ be an uncountable regular cardinal.

(a) If Ψ′′ ⊆ S(2ā, ρidω) is a θ-ρ-strong covering family, then bρ
idω

(I, L̄) ≤ |Ψ′′|.

(b) If P is a θ-〈L̄, I, ρ〉-good poset, then P preserves θ-ρ-strong covering families.

(c) Let 〈Pα〉α<θ be a l-increasing sequence of posets and P = limdirα<θPα such that

(i) for each α < θ, Pα+1 adds a Cohen real over V Pα and

(ii) P is ccc.

Then, P adds a θ-ρ-strong covering family of size θ (of Cohen reals).

(d) If P is a θ-〈L̄, I, ρ〉-good θ-cc poset and Q̇ is a P-name for a θ-〈L̄, I, ρ〉-good poset, then P ∗ Q̇ is
θ-〈L̄, I, ρ〉-good.

(e) Let 〈Pi〉i∈I be a directed system of θ-〈L̄, I, ρ〉-good posets with |I| < θ. If P = limdiri∈IPi is ccc,
then it is θ-〈L̄, I, ρ〉-good.

(f) Any fsi of θ-〈L̄, I, ρ〉-good ccc posets is θ-〈L̄, I, ρ〉-good.

Proof. (a) We prove that Ψ′′ coversO(I, L̄). Let Y ∈ O(I, L̄) and, for n < ω, putψn ∈ S̃(I, Ln, ϕ̄(Y ∩
An), ρ) where ψn(i) = {Y ∩ ai} for all i ∈ Ln. As Ψ′′ is a θ-ρ-strong covering family, there exists
a ψ′′ ∈ Ψ′′ such that, for all n < ω, ∃∞i∈Ln(ψ′′(i) ⊇ ψn(i)). Therefore, Y ∈′ ψ′′.

(b) Let Ψ′′ be a θ-ρ-strong covering family. Let ν < θ and, for n,m < ω, let Ψ̇n,m = {ψ̇n,m,α / α <

ν} be P-names for slaloms in S̃(I, Ln,m, ρ). For each n,m < ω and α < ν, let Ψ′m,n,α ⊆
S̃(I, Ln,m, ρ) be a witness of goodness for n, m and ψ̇n,m,α, so it has size < θ. As Ψ′′ is a θ-ρ-
strong covering family, there exists a ψ′′ ∈ Ψ′′ such that ∃∞i∈Ln(ψ′′(i) ⊇ ψ′(i)) for all ψ′ ∈ Ψ′n,m,α,
n,m < ω and all α < ν. Thus, P forces that ∃∞i∈Ln(ψ′′(i) ⊇ ψ̇n,m,α).

(c) Consider Cohen forcing C = S<ω(2ā, ρidω) ordered by end extension. If ψ̇′′ is a C-name for the
Cohen generic real then, for any n < ω and ψ ∈ S(2ā, ρidω)�Ln, C forces that ∃∞i∈Ln(ψ̇′′(i) = ψ(i)).

For α < θ, let ψ̇′′α be a Pα+1-name of a C-generic real over V Pα . By the fact in the previous
paragraph, it is clear that P forces that {ψ̇′′α / α < θ} is a θ-ρ-strong covering family.

(d) Same proof as Lemma 3.1.8.

(e) Similar to Theorem 3.1.9. Fix m,n < ω and let ψ̇ be a P-name for a slalom in S̃(I, Ln,m, ρ). By
ccc-ness, find e ∈ E such that ψ̇ is a P-name for a slalom in S(I, Ln,m, ρe). For each i ∈ I , find
a Pi-name ψ̇i for a slalom in S(I, Ln,m, ρe) and {ṗil}l<ω a sequence of Pi-names for a decreasing
sequence in P/Pi such that Pi forces ṗil 
P/Pi ψ̇ � l = ψ̇i � l. By goodness, there is a nonempty
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Ψi ⊆ S̃(I, Ln,m, ρ) of size < θ that witnesses goodness of Pi for ψ̇i. Let Ψ =
⋃
i∈I Ψi, which has

size < θ.

Assume that ψ′′ ∈ S(2ā, ρidω) and ∀ψ′∈Ψ∃∞j∈Ln(ψ′′(j) ⊇ ψ′(j)). Towards a contradiction, assume
that there are p ∈ P and N < ω such that p 
 ∀j∈Ln(j ≥ N ⇒ ψ′′(j) + ψ̇(j)). Choose i ∈ I such
that p ∈ Pi and let G be Pi-generic over V with p ∈ G. In V [G], 
P/Pi ∀j∈Ln(j ≥ N ⇒ ψ′′(j) +
ψ̇(j)). On the other hand, by goodness of Pi (in V ), ∃∞j∈Ln(ψ′′(j) ⊇ ψi(j)), so choose j ∈ Ln such
that j > N and ψ′′(j) ⊇ ψi(j). Also, 
P/Pi ψ

′′(j) + ψ̇(j). But, as pij+1 
P/Pi ψ̇(j) = ψi(j),
then pij+1 forces ψ′′(j) ⊇ ψ̇(j), a contradiction.

(f) Direct from (d) and (e).

Fix θ an uncountable regular cardinal. We explore some conditions for a poset to be θ-〈L̄, I, ρ〉-good.

6.4.7 Lemma. Let ν < θ be an infinite cardinal. Any ccc ν-centered poset is θ-〈L̄, I, ρ〉-good.

Proof. Let P =
⋃
α<ν Pα be a poset where each Pα is centered. Fix n,m < ω and let ψ̇ be a P-

name for a real in S̃(I, Ln,m, ρ). By ccc-ness, we can find e ∈ E such that ψ̇ is forced to be in
S(I, Ln,m, ρe). For each α < ν and i ∈ Ln, choose a ψ′α(i) ⊆ Pm,i(I) of size ≤ ρ(i)e(i) such that
∀p∈Pα(p 6
 ψ′α(i) 6= ψ̇(i)) (Lemma 1.2.7). Then, ψ′α ∈ S(I, Ln,m, ρe). Put Ψ := {ψ′α / α < ν}.

Let ψ′′ ∈ S(2ā, ρidω) and assume that ∃∞i∈Ln(ψ′′(i) ⊇ ψ′α(i)) for any α < ν. We show that 

∃∞i∈Ln(ψ′′(i) ⊇ ψ̇(i)). Let p ∈ P and i0 ∈ ω be arbitrary, choose α < ν such that p ∈ Pα and also
find i > i0 in Ln such that ψ′′(i) ⊇ ψ′α(i). By definition of ψ′α(i), there exists a q ≤ p such that
q 
 ψ′α(i) = ψ̇(i) so, clearly, q 
 ψ′′(i) ⊇ ψ̇(i).

We also want conditions implying that a poset like in Definition 6.3.1 satisfies a preservation property
like in Definition 6.4.5(2). The following generalization of σ-linkedness is useful for this.

6.4.8 Definition ([KaO14]). Let π, ρ ∈ ωω. A poset Q is 〈π, ρ〉-linked if there exists a sequence
〈Qi,j〉i<ω,j<ρ(i) of subsets of Q such that

(i) Qi,j is π(i)-linked and

(ii) for any q ∈ Q, ∀∞i<ω∃j<ρ(i)(q ∈ Qi,j).

Note that, if π ≥∗ 2 and ρ >∗ 0, then 〈π, ρ〉-linked implies σ-linked.

6.4.9 Lemma. Let π ∈ ωω be such that
∣∣[P(ai)]

≤ρ(i)i
∣∣ ≤ π(i) for all but finitely many i < ω. Then, any

〈π, ρ〉-linked poset is 2-〈L̄, I, ρ〉-good.

Proof. Assume that 〈Qi,j〉i<ω,j<ρ(i) witnesses 〈π, ρ〉-linkedness of a poset Q. Fix n,m < ω and let ψ̇
be a Q-name for a real in S̃(I, Ln,m, ρ). By ccc-ness, find e ∈ E such that ψ̇ is a Q-name for a real in
S(I, Ln,m, ρe). For all but finitely many i ∈ Ln, for every j < ρ(i), as π(i) ≥

∣∣[P(ai)]
≤ρ(i)i

∣∣ and Qi,j
is π(i)-linked, by Lemma 1.2.7 there is a Yi,j ⊆ Pm,i(I) of size≤ ρ(i)e(i) such that ∀p∈Qi,j (p 6
 ψ̇(i) 6=
Yi,j). Put ψ′(i) :=

⋃
j<ρ(i) Yi,j .

There exists an e′ ∈ E such that e+1 ≤∗ e′, so we may assume, by changing ψ′(i) at finitely many i if
necessary, that ψ′ ∈ S(I, Ln,m, ρe′). {ψ′} witnesses goodness ofQ for ψ̇. Indeed, let ψ′′ ∈ S(2ā, ρidω)
such that ∃∞i∈Ln(ψ′′(i) ⊇ ψ′(i)). For p ∈ Q and i0 ∈ ω, choose an i > i0 in Ln and a j < ρ(i) such
that ψ′′(i) ⊇ ψ′(i) and p ∈ Qi,j . Then, there exists a q ≤ p such that q 
 Yi,j = ψ̇(i) so, clearly,
q 
 ψ′′(i) ⊇ ψ′(i) ⊇ Yi,j = ψ̇(i).

Moreover, as in the proof of Lemma 3.2.15, we can prove that, when π converges to infinity, 〈π, ρ〉-
linked posets has a preservation property like in Definition 3.2.16.
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6.4.10 Lemma. Let π, ρ ∈ ωω be such that limk→+∞ π(k) = +∞ and assume g ∈ ωω converges to
infinity. Then, there is a ≤∗-increasing definable sequence H̄ = {gk}k<ω with g0 = g and such that any
〈π, ρ〉-linked poset is ∈∗

H̄
-good.

Proof. This is a direct consequence of the following fact.

6.4.11 Claim. Let {mk}k<ω be a strictly increasing sequence of natural numbers such that g(k) <
π(mk) < π(mk+1) and let g′ ∈ ωω such that ∀∞k<ω(g′(k) ≥ g(k) · ρ(mk)). Then, if Q is 〈π, ρ〉-linked
and ψ̇ is a Q-name for a slalom in S(ω, g), there exists a ψ′ ∈ S(ω, g′) such that, for any f ∈ ωω such
that f /∈∗ ψ′, 
 f /∈∗ ψ̇.

Proof. Let 〈Qk,j〉k<ω,j<ρ(k) be a witness of the linkedness of Q. For any k < ω and j < ρ(mk),
put zk,j := {l < ω / ∃q∈Qmk,j (q 
 l ∈ ψ̇(k))}. As Qmk,j is π(mk)-linked and g(k) < π(mk), by
linkedness it is clear that |zk,j | ≤ g(k). Put ψ′(k) :=

⋃
j<ρ(mk) zk,j , so it is clear that ψ′ ∈ S(ω, g′). Let

f ∈ ωω such that ∃∞k<ω(f(k) /∈ ψ′(k)) and we show that 
 ∃∞k<ω(f(k) /∈ ψ̇(k)). For p ∈ Q and k0 < ω,
find k > k0 and j < mk such that f(k) /∈ ψ′(k) and p ∈ Qmk,j . In particular, f(k) /∈ zk,j . By definition
of zk,j , p 6
 f(k) ∈ ψ̇(k), so there is a q ≤ p such that q 
 f(k) /∈ ψ̇(k).

6.4.12 Lemma. Let b, h ∈ ωω be non-decreasing functions with b > 0 and h converging to infinity. Let
π, ρ ∈ ωω. If {mk}k<ω is a non-decreasing sequence of natural numbers that converges to infinity and,
for all but finitely many k < ω, k · π(k) ≤ h(mk) and k · |[b(mk − 1)]≤k|mk ≤ ρ(k), then LOChb,F is
〈π, ρ〉-linked for any F ⊆ Rb.

Proof. Choose 1 < M < ω such that, for any k ≥ M , k · π(k) ≤ h(mk) and k · |[b(mk − 1)]≤k|mk ≤
ρ(k). Find a non-decreasing sequence {nk}k<ω of natural numbers that converges to infinity such that,
for all k ≥ M , nk ≤ k,mk and |Snk(b, h)| ≤ k. Let Sk := {s ∈ Smk(b, h) / ∀i∈[nk,mk)(|s(i)| ≤ k)}
when k ≥M . Note that

|Sk| = |Snk(b, h)| ·
∣∣∣∣∣ ∏
i∈[nk,mk)

[b(i)]≤k

∣∣∣∣∣ ≤ k · |[b(mk − 1)]≤k|mk ≤ ρ(k).

For each k ≥M and s ∈ Sk, putQk,s := {(t, F ) ∈ LOChb,F / t = s and |F |·π(k) ≤ h(mk)}. It is clear
that Qk,s is π(k)-linked for all s ∈ Sk. To conclude that LOChb,F is 〈π, ρ〉-linked, we show that, given
(t, F ) ∈ LOChb,F , for all but finitely many k we can extend (t, F ) to some condition in Qk,s for some
s ∈ Sk. Choose N < ω such that M, |F | ≤ N and |t| ≤ nN . Extend (t, F ) to (t′, F ) ∈ LOChb,F such
that |t′| = nN . Now, for all k ≥ N , we can extend (t′, F ) to (s, F ) ∈ LOChb,F such that s ∈ Sk because
|F | ≤ k. For the same reason, we get |F | · π(k) ≤ k · π(k) ≤ h(mk) and, thus, (s, F ) ∈ Qk,s.

6.5 Many different Rothberger numbers

In this section, we prove all our main consistency results for fragmented ideals. Fix, from now on,
µ ≤ ν ≤ κ uncountable regular cardinals and a cardinal λ such that λ<κ = λ. The first result says that it
is consistent that the Rothberger numbers for all somewhere tall fragmented ideals are strictly less than
b.

6.5.1 Theorem. There exists a ccc poset that forces b(I) ≤ µ for any somewhere tall fragmented ideal
I, add(N ) = µ, b = κ and c = λ. In particular, this poset forces b(I) = add(N ) = µ for any
somewhere tall gradually fragmented ideal I.
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Proof. In a similar way as in the results of Section 4.1, perform a fsi Pλ = 〈Pα, Q̇α〉α<λ alternating
between Cohen forcing C, suborders of A of size < µ and suborders of D of size < κ and, by a book-
keeping argument, we make sure that all those suborders of the extension are used in the iteration. By
the techniques of the same results, Pλ forces add(N ) = µ, b = κ and c = λ.

In V , fix L̄ = {Ln}n<ω a partition of ω into infinite sets. Now, in Vλ, let I = I〈ai, ϕi〉i<ω be
a somewhere tall fragmented ideal and, by Lemma 6.1.2, without loss of generality, assume that it is
tall and limn→+∞ ϕi(ai) = +∞. As I is represented by a real number, there exists α < λ such that
〈ai, ϕi〉i<ω ∈ Vα. By Lemma 6.4.6(c), there is a µ-1-strong covering family Ψ′′ of size µ in Vβ with
β := α + µ (ordinal sum). By Lemmas 6.4.7 and 6.4.6(f), P[β,λ) = Pλ/Pβ (the remaining part of
the iteration from β) is µ-〈L̄, I, 1〉-good, so this µ-1-strong covering family Ψ′′ is preserved in Vλ. By
Theorem 6.4.2, b(I) ≤ b1(I, L̄) ≤ |Ψ′′| = µ.

The last statement follows from Corollary 6.3.5.

The following shows that, for an ideal as in Example 6.1.12(1), we can find a poset that puts its
Rothberger number strictly between add(N ) and b. In particular, this holds for the polynomial growth
ideal IP as well.

6.5.2 Theorem. Let I = Ic(P ) be a gradually fragmented ideal as in Example 6.1.12(1) and assume it
is non-trivial. Then, there exists a ccc poset that forces add(N ) = µ, b(I) = ν, b = κ and c = λ.

Proof. By Lemma 6.1.2, it is enough to assume that |ai| ≥ c(i)i for every i < ω (this assumption is only
used to prove b(I) ≤ ν in the forcing extension defined below). Let h = c and b ∈ ωω any function
such that b(i) ≥ 2|ai| for any i < ω. By Lemma 6.4.12, we can find π, ρ ∈ ωω such that π converges
to infinity and LOChb,F is 〈π, ρ〉-linked for any F ⊆ Rb. Also, by Lemma 6.4.10, find H̄ such that any
〈π, ρ〉-linked poset is ∈∗

H̄
-good. Fix L̄ as in Section 6.4.

As in the results of Section 4.1, perform a fsi Pλ = 〈Pα, Q̇α〉α<λ alternating between Cohen forcing
C, suborders ofA of size< µ, LOChb,F with |F| < ν and suborders ofD of size< κ. By a book-keeping
argument, we make sure that all such possible suborders of the extension are used in the iteration. As Pλ
is µ-∈∗

H̄
-good, ν-〈L̄, I, 1〉-good and κ-≤∗-good, it follows that add(N ) = µ, b = κ and c = λ in any

Pλ-extension Vλ.
Now, in Vλ, ν ≤ bLoc(b, h) (this implies ν ≤ b(I) by Lemma 6.3.7). Indeed, let F ⊆ Rb of size

< ν, so there is some α < λ such that F ∈ Vα. Now, at some point of the remaining part of the iteration,
the poset LOChb,F is used to add a slalom ψ ∈ S(b, h) that localizes F .

Finally, we prove that b1(I, L̄) ≤ ν is true in Vλ (so b(I) ≤ ν by Theorem 6.4.2). This is because,
by Lemma 6.4.6, the iteration adds a ν-1-strong covering family of size ν in Vν that is preserved in
Vλ.

The following result states that, no matter which (uncountable regular) values one wants to force for
add(N ) and b, it is consistent to find as many as possible gradually fragmented ideals that have pairwise
different Rothberger numbers between add(N ) and b. The same happens with the cardinal invariants of
the type of Definition 6.3.1(1).

6.5.3 Theorem. Let δ ≤ κ be an ordinal and {νξ}ξ<δ a non-decreasing sequence of regular cardinals
in [µ, κ]. Then, there are a sequence {Iξ}ξ<δ of tall gradually fragmented ideals, a sequence of pair
of functions {(bξ, hξ)}ξ<δ and a ccc poset that forces add(N ) = µ, b = κ, c = λ and b(Iξ) =
bLoc(bξ, hξ) = νξ for all ξ < δ.

For the proof of this theorem, we use another characterization of the unbounding number b. To fix
some notation, define an elementary exponentiation operation σ : ω × ω → ω by σ(n, 0) = 1 and
σ(n,m+ 1) = nσ(n,m). Put ρ : ω → ω such that ρ(0) = 2 and ρ(i+ 1) = σ(ρ(i), i+ 3). For a function
x ∈ ωω define, by recursion on k < ω, x[0] = x and x[k+1] = 2ρ

2·x[k]
. Now, let

Rρ := {x ∈ ωω / ∀k<ω∀∞i<ω(x[k](i) ≤ ρ(i+ 1))}.

79



6.5.4 Lemma. Let x ∈ Rρ. Then,

(a) idω ∈ Rρ.

(b) The functions 2x, xidω ·ρ
idω , idω · x and y defined as y(i) = |[x(i)]≤ρ(i)i | are in Rρ.

(c) z ∈ Rρ where z(i) = max{x(j)}j≤i.

(d) ∀∞i<ω(i · |[x(i− 1)]≤i|i ≤ ρ(i)).

Proof. (a) It is enough to show that id[k]
ω (i) ≤ σ(ρ(i), 2k + 1) for all i < ω and k < ω by induction on

k. The case k = 0 is clear. For the induction step,

id[k+1]
ω (i) = 2id

[k]
ω (i)·ρ(i)2 ≤ ρ(i)σ(ρ(i),2k+1)·ρ(i)ρ(i) ≤ ρ(i)σ(ρ(i),2k+2) = σ(ρ(i), 2k + 3).

(b) Clear because 2x ≤∗ x[1], xidω ·ρ
idω ≤∗ x[2], idω · x ≤∗ x[1] and y ≤∗ x[1].

(c) Let Nk be minimal such that ∀i≥Nk(x[k](i) ≤ ρ(i + 1)). As the sequence {x[k](i)}k<ω is strictly
increasing for each i < ω, {Nk}k<ω is non-decreasing and converges to infinity. Let {kj}j<ω be
a strictly increasing sequence of natural numbers such that ρ(Nkj + 1) is bigger than x[j](i) for all
i < Nj . Then, z[j](i) ≤ ρ(i+ 1) for all i ≥ Nkj .

(d) Note that (i + 1)|[x(i)]≤(i+1)|i+1 ≤ 2x(i)·(i+1)·2 ≤ x[1](i) for all but finitely many i such that
x(i) 6= 0. The case x(i) = 0 is straightforward.

To proceed with the proof of Theorem 6.5.3, we first need to see that b is the least size of a ≤∗-
unbounded family in Rρ. But we can prove a more general result instead. Fix g,H ∈ ωω such that H
is strictly increasing and idω < H . Define RgH := {x ∈ ωω / ∀k<ω(x[k] ≤∗ g)} where x[0] = x and
x[k+1] = H ◦ x[k]. With the particular case g(i) = ρ(i + 1) and H = 2ρ

2·idω , what we need is just a
consequence of the following

6.5.5 Lemma. Assume that RgH 6= ∅. Then, b is the least size of a ≤∗-unbounded family in RgH .

Proof. For x ∈ RgH and k < ω, let Nx
k be the minimal N < ω such that ∀i≥N (x[k](i) ≤ g(i)).

{Nx
k }k<ω is non-decreasing and converges to infinity because H > idω. Consider the function H ′ of

natural numbers such that H ′(m) is the maximal n < ω such that H(n) ≤ m. Note that the domain
of H ′ is [H(0), ω) and that H(n) ≤ m iff H ′(m) is defined and n ≤ H ′(m). Also, H ′(m) < m for
all m ≥ H(0). Define, for k < ω, the function Ck on a subset of ω by C0(i) = g(i) and Ck+1(i) =
H ′(Ck(i)).

6.5.6 Claim. Let x ∈ ωω, i, k < ω. Then, x[k](i) ≤ g(i) iff Ck(i) exists and x(i) ≤ Ck(i).

Proof. Fix i < ω and 0 < M < ω. Define, when possible, CMk for k < ω such that CM0 = M and
CMk+1 = H ′(CMk ). It is enough to prove, by induction on k that, for all 0 < M < ω, x[k](i) ≤ M iff
CMk exists and x(i) ≤ CMk (our claim is the particular case M = g(i)). The case k = 0 is trivial, so we
proceed to prove the inductive step. x[k+1](i) ≤ M is equivalent to x[k](i) ≤ CM1 which is equivalent,

by induction hypothesis, to the existence of CC
M
1

k and x(i) ≤ CC
M
1

k = CMk+1.

Note that, as there exists a c ∈ RgH , the functions Ck are defined for all but finitely many natural
numbers because, by the previous claim, ∀i≥Nc

k
(c(i) ≤ Ck(i)). Now, consider W as the set of non-

decreasing functions z ∈ ωω such that ∀k<ω(z(k) ≥ N c
k). It is clear that b is the least size of a ≤∗-

unbounded family in W .
Define the function F : W → RgH such that, F (z) = Fz : ω → ω, Fz(i) = Ck(i) when i ∈

[z(k), z(k + 1)) (we do not care about the values below z(0)). Claim 6.5.6 guarantees that Fz ∈ RgH .
Also, let F ′ : RgH → ωω, F ′(x) = F ′x such that F ′x(i) = Nx

i . The lemma follows from the fact that, for
any x ∈ RgH and z ∈W ,
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(i) Fz ≤∗ x implies z ≤∗ F ′x, and

(ii) F ′x ≤∗ z implies x ≤∗ Fz .
To prove (i), assume that there is a k̄ < ω such that ∀i≥z(k̄)(Fz(i) ≤ x(i)). Let k′ < ω be minimal
such that z(k̄) < z(k′) and prove that z(k) ≤ Nx

k for all k ≥ k′. By contradiction, assume that there
is a minimal k ≥ k′ such that Nx

k < z(k), so there exists an i ∈ [z(k − 1), z(k)) with i ≥ Nx
k . Then,

Ck−1(i) = Fz(i) ≤ x(i) and x(i) ≤ Ck(i) (by Claim 6.5.6). But Ck(i) = H ′(Ck−1(i)) < Ck−1(i), a
contradiction.

For (ii), assume that there is a k̄ < ω such that Nx
k ≤ z(k) for all k ≥ k̄. If i ≥ z(k̄), we can find a

k ≥ k̄ such that i ∈ [z(k), z(k + 1)), so x(i) ≤ Ck(i) = Fz(i) because i ≥ z(k) ≥ Nx
k .

Proof of Theorem 6.5.3. Without loss of generality, we may assume that b = κ in the ground model V .
Construct, for ξ < δ, functions hξ, aξ, bξ, πξ ∈ ωω such that

(a) h0 = id2
ω and, for ξ > 0, hξ is non-decreasing, converges to infinity and, for η < ξ, idω · πη ≤∗ hξ

(b) aξ > 0 is non-decreasing, converges to infinity and hidω ·ρ
idω

ξ ≤∗ aξ,

(c) bξ and πξ are defined as bξ = 2aξ and πξ(i) = |[bξ(i)]≤ρ(i)i |, and

(d) ∀∞i<ω(i · |[bξ(i− 1)≤i]|i ≤ ρ(i)).

We can construct all those functions in Rρ. To see this, fix ξ < δ and assume that we have all these
functions for η < ξ. By Lemma 6.5.4, idω · πη ∈ Rρ for all η < ξ, so there exists a non-decreasing

function hξ ∈ Rρ bounding them by Lemma 6.5.5. Put aξ := max{hidω ·ρidωξ , 1}, which is inRρ. Clearly,
bξ, πξ ∈ Rρ and (d) is true.

For each ξ < δ, let Pξ = {aξ,i}i<ω be the interval partition of ω such that |aξ,i| = aξ(i), define
cξ(i) = max{hξ(i), 2} and let Iξ := Icξ(Pξ) (see Example 6.1.12(1)). Perform a fsi P(3+δ)·λ :=

〈Pα, Q̇α〉α<(3+δ)·λ such that, for γ < λ,

(i) If α = (3 + δ) · γ, let Q̇α be a Pα-name for Cohen forcing,

(ii) if α = (3 + δ) · γ + 1, let Q̇α be a Pα-name for a suborder of A of size < µ,

(iii) if α = (3 + δ) · γ + 2, let Q̇α be a Pα-name for a suborder of D of size < κ,

(iv) if α = (3 + δ) · γ + 3 + ξ for ξ < δ, let Q̇α = LOC
hξ

bξ,Ḟα
where Ḟα is a Pα-name of a subset of

Rbξ of size < νξ.

By a book-keeping argument, as in the results of Section 4.1, we make sure to use all such posets of the
extension in the iteration. Choose L̄ = {Ln}n<ω any partition of ω into infinite sets.

6.5.7 Claim. For every ξ < δ and α < (3 + δ) · λ, Pα forces that Q̇α is νξ-〈L̄, Iξ, ρ〉-good.

Proof. Let α = (3 + δ) · γ + ξ′′ for some γ < λ and ξ′′ < 3 + δ. Step in Vα. If ξ′′ ≤ 2 then Q̇α is
µ-〈L̄, Iξ, ρ〉-good by Lemma 6.4.7; if ξ′′ = 3 + ξ′ for some ξ′ < δ then, if ξ′ ≤ ξ, as |Qα| < νξ′ ≤ νξ,
Q̇α is νξ-〈L̄, Iξ, ρ〉-good by Lemma 6.4.7; if ξ < ξ′, by (a),(d) and Lemma 6.4.12 (with mk = k),

Qα = LOC
hξ′
bξ′ ,Fα

is 〈πξ, ρ〉-linked, thus, by (c) and Lemma 6.4.9, Q̇α is νξ-〈L̄, Iξ, ρ〉-good.

6.5.8 Claim. In V , there is a sequence H̄ = {gk}k<ω of reals in ωω that converges to infinity such that
Pα forces that Q̇α is µ-∈∗

H̄
-good.

Proof. By Lemma 6.4.10, find H̄ = {gk}k<ω such that any 〈idω, ρ〉-linked poset is ∈∗
H̄

-good. Now, step
in Vα. If α = (3 + δ) · γ + ξ′ for some ξ′ < 3 + δ, when ξ′ ≤ 2 then Q̇α is µ-∈∗

H̄
-good by Corollary

3.2.18; else, if ξ′ = 3 + ξ for some ξ < δ, the claim holds because Qα is 〈idω, ρ〉-linked (see the proof
of the previous claim).
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It is known that, in V(3+δ)·λ, add(N ) = µ, b = κ and c = λ. By the same argument as in Theorem
6.5.2, we get, for ξ < δ, νξ ≤ bLoc(bξ, hξ) ≤ b(Iξ) (the last inequality by Lemma 6.3.7). On the other
hand, by Claim 6.5.7 and Lemma 6.4.6, for ξ < δ, we add in Vνξ a νξ-ρ-strong covering family (with
respect to Iξ and L̄) of size νξ that is preserved in V(3+δ)·λ, so bρ

idω
(Iξ, L̄) ≤ νξ. But, by Theorem 6.4.2,

as limi→+∞ ϕi(aξ,i)/(ρ(i)i) = +∞ by (b), we get b(Iξ) ≤ bρ
idω

(Iξ, L̄) ≤ νξ.

To obtain (consistently) continuum many pairwise different Rothberger numbers, it is necessary that
the continuum is a weakly inaccessible cardinal. Indeed, let {Iξ}ξ<c be a sequence of ideals such that the
numbers b(Iξ) are pairwise different. As there are continuum many and all of them are ≤ b, we obtain
c = b, so c is regular. Also, as there are c-many different cardinals below c, c has to be a limit cardinal.
Likewise, the existence of b-many different Rothberger numbers implies that b is weakly inaccessible.

6.5.9 Corollary. Assume that λ is a weakly inaccessible cardinal such that λ<λ = λ, and let µ < λ be
a regular cardinal. For any collection of pairwise different regular cardinals {νξ}ξ<λ ⊆ [µ, λ], there
exist tall gradually fragmented ideals Iξ, (bξ, hξ) ∈ ωω × ωω for ξ < λ and a ccc poset that forces
add(N ) = µ, b = c = λ and b(Iξ) = b(bξ, hξ) = νξ for any ξ < λ.
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QUESTIONS AND DISCUSSIONS

Theorem 4.3.1, where we forced s < κ < b = d < a modulo the existence of a measurable cardinal κ in
the ground model and where s can take any arbitrary regular uncountable value below κ, is an extension
of Shelah’s argument to force κ < d < a. As Shelah could modify the template iteration construction
in order to obtain the consistency of s = ℵ1 < b = d < a with ZFC alone by replacing the ultrapower
argument with an isomorphism-of-names argument, it is natural to think that our argument for Theorem
4.3.1 could be modified in order to get the consistency of ℵ1 < s < b < a with ZFC alone. In Shelah’s
proof it is used a template iteration where Hechler forcing is the only iterand at each stage, so it is possible
to localize by restricting the template to countable sets to get many of them pairwise isomorphic, so an
isomorphism-of-names argument becomes possible to force a to be large. However, as in our argument
we also use Mathias forcing with small filter bases, the construction is not that uniform and it is uncertain
how to localize and get many pairwise isomorphic restrictions of the template iteration, this to allow an
isomorphism-of-names argument.

Problem K. Is it consistent with ZFC (alone) that ℵ1 < s < b < a?

Our construction in Theorem 4.3.1 also forces values for other cardinal invariants. In fact, the starting
point was to construct a fsi as in Theorem 4.1.2(b) with µ1 = µ2 = µ3 = θ and ν = µ, which forces
add(N ) = cov(N ) = p = g = s = θ < add(M) = cof(M) = µ < non(N ) = r = c = λ. Later,
we proceeded with ultrapowers through the measurable κ in order to get a model of the same statements
and, additionally, a = λ. It is natural to ask whether a similar construction, starting with an iteration as
in Theorem 4.1.2(b) that forces add(N ) < cov(N ) < p = g = s = θ < · · · , can be done to get the same
consistency result plus a = λ. However, Theorem 3.4.1, the preservation result for template iterations
that we use in our proof, is not enough to guarantee that add(N ) and cov(N ) can be preserved small
with different values, this because there may be names of reals that have a support on the template of size
larger than the value we want to force for add(N ). An alternative is to guarantee that the hypothesis of
the preservation Theorem 3.4.3 holds, but it is unclear how to deal with the resulting template iterations
that result after taking δ many ultrapowers with δ of cofinality < θ.

Problem L. Is it consistent that add(N ) < cov(N ) < s < b < a, even with the existence of a
measurable cardinal?

A simpler forcing construction, like for the consistency of d < a and u < a with a measurable
cardinal in [S04] (see also [Br07]) where it is not necessary to look at the template structure, can be
considered to attack Problem L (and even for a simpler proof of Theorem 4.3.1), but we do not know
how to prove a preservation theorem (in the sense of the results of Section 3.1) for such a construction.

One interesting discovering in this project is that we can use matrix iterations to get models where
cardinal invariants of the right hand side of Cichon’s diagram (or, in general, cardinal invariants above
cov(M)) can assume at most three different values. However, this technique does not seems to work
to get models where four or more values can be assumed. One idea to get such models is to extend the
construction of a matrix iteration to more dimensions, for instance, a three dimensional iteration. The
main problem here is that we cannot guarantee anymore the embeddability between the intermediate
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stages when we do such a construction towards an interesting model. A solution to this problem may
work to give a positive answer to Problem B(1) and (2), possibly assuming the existence of a measurable
cardinal.

As discussed in the Introduction, in an ongoing project by M. Goldstern, J. Kellner, S. Shelah and A.
Fischer, it is proven that, with a large product construction, one way in which the cardinal invariants of
the right hand side of Cichon’s diagram assume 5 different values is consistent. However, such a forcing
is, typically, ωω-bounding, so it does not work to get models where d > ℵ1, i.e., where cov(M) < d.

Problem M. Is it consistent that cov(M) < d < non(N ) < cof(N ) < c?

In our models with fsi and matrix iterations, discussed in Sections 4.1 and 5.2 respectively, we could
get models where the continuum can be singular. As it is provable in ZFC that add(I) ≤ cf(non(I)),
add(I) ≤ cf(cof(I)) (see [BaJS89]) and that cov(I) = cof(I)⇒ non(I) ≤ cf(cof(I)) (a result from
Fremlin, see [Br91, Prop. 1]), many assumptions about the regularity of the cardinals is optimal. All the
questions about this are summarized as follows.

Problem N. (a) To what extend can µ2 be assumed to be singular in Theorems 4.1.2 and 5.2.7?

(b) Can we get the consistency result in Theorem 4.1.3 by only assuming that cf(ν) ≥ µ2?

(c) Can we get the consistency results in Section 5.2 by only assuming that cf(κ) ≥ ν?

(d) Can we get the consistency results in Theorem 5.2.4(c) and (d) with µ1 ≤ cf(κ) < ν?

In our results in Section 5.2 we need κ regular because of the application of Theorem 5.1.6 in a matrix
iteration construction. It seems that a similar result to force d@ ≥ κ with κ singular cannot be proved in
such generality, that is, it may depend on the way iterands are arranged into the matrix construction.

Note that most of the statements in Section 5.2 can be grouped in pairs in such a way that, when
one consistency result contains r = κ, there is other consistency result with the same statements but
changing r = κ to u = ν. Of course, for those results that contain cov(M) = κ it is not possible to get a
corresponding consistency result with u = ν because cov(M) ≤ r ≤ u. However, there are statements
that could have a corresponding pair.

Problem O. Can we get similar consistency results as Theorems 5.2.1(b), (g) and 5.2.4(b) by inter-
changing u = ν with r = κ?

In the case of Theorems 5.2.1(b) and 5.2.4(b), we can think of adding cofinally many steps in the ma-
trix construction where we use Mathias forcing with an ultrafilter as it is explained in Context 5.1.4(2)(i).
However, it is not clear that the resulting poset forces κ ≤ non(N ) because we do not know whether
the Mathias posets used preserve the tĪ -unbounded reals added from the beginning of the construction.
In the case of Theorem 5.2.1(g), as in the corresponding matrix iteration it is used random and Hechler
forcing (as explained in Context 5.1.4(2)(i)) in cofinally many steps, it is not clear how they preserve the
splitting reals added at the beginning of the iteration. This problem is related to the reason why we do
not how to force s ≤ µ1 and λ ≤ r in Theorem 4.1.4.

Recall that, in Section 5.2, whenever a consistency result contains r = κ it is not stated a value for u.

Problem P. Can we force u = κ or u = λ in the consistency results of Section 5.2 where r = κ is
forced?

In Chapter 6, we proved in ZFC that every gradually fragmented ideal has Rothberger number above
add(N ), while there is a large class of fragmented not gradually fragmented ideals where each ideal there
has Rothberger number ℵ1. However, it is not known whether a positive answer to Problem H can be
proved. Even if this is not true, it may happen that there is such a dichotomy for a large class of definable
ideals and that there is a natural combinatorial characterization that suggests which way it goes.

Problem Q. (a) For every fragmented ideal I, either add(N ) ≤ b(I) or b(I) = ℵ1.
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(b) For every Fσ ideal I, either add(N ) ≤ b(I) or b(I) = ℵ1.

(c) For every analytic ideal I, either add(N ) ≤ b(I) or b(I) = ℵ1.
Also, in (a), (b) or (c), give a combinatorial characterization of the ideals satisfying either case of

the dichotomy.

Given an ideal as in Example 6.1.12(1), it is consistent that its Rothberger number is strictly bigger
than add(N ) (Theorem 6.5.2). However,

Problem R. (a) Is there a (gradually) fragmented ideal I with b(I) = add(N )? Or is it consistent that
b(I) > add(N ) for every gradually fragmented ideal I?

(b) Is there an analytic ideal I such that b(I) = add(N )?

Perhaps the iteration constructed in the proof of Theorem 6.3.11 would preserve some witness of
add(N ) of the ground model, but this is not clear because, as seen in Lemma 6.4.10, such a preservation
property is not uniform for each iterand that comes from the forcing of Definition 6.3.1.

It is also interesting, as proposed in Problem G, to look at the gap spectrum, in the sense of linear
gaps, of quotients by analytic ideals. For non-trivial fragmented ideals we have, so far, two type of
linear Rothberger gaps, say, of type (ω, b) and of type (ω, b(I)). In the case of P(ω)/Fin there is a
characterization of its gap spectrum by Rothberger’s result in Theorem 1.5.3, that is, there is a linear
(ω, κ)-gap in P(ω)/Fin iff there is a well-ordered unbounded sequence in 〈ω,≤∗〉 of length κ. This
spectrum is inherited in every quotient by an Fσ and by an analytic P-ideal (Theorem 1.5.4), but it could
be larger. By Theorem 6.5.1, (ω, b(I)) is a different type for quotients by somewhere tall fragmented
ideals. In particular, (ω, ω1) is in the spectrum of P(ω)/EDfin and (ω, b(I)) is in the spectrum of
P(ω)/IP where add(N ) < b(IP ) < b is consistent.

Problem S. Characterize those κ for which there is a linear (ω, κ)-gap in the quotient of a known ideal,
like EDfin, IL and IP .

By the consistency result proved in Theorem 6.5.3, we can construct (consistently) Fσ ideals with
many types of gaps of the form (ω, ν) with add(N ) < ν < b. For example, let {νn}n<ω be a sequence of
regular cardinals in (add(N ), b) and assume that, for each n < ω, there is a gradually fragmented ideal
In = I〈an,i, ϕn,i〉i<ω with b(In) = νn. Given a bijection g : ω → ω × ω, construct a fragmented ideal
I = 〈bj , ϕj〉j<ω where 〈bj〉j<ω is a partition of ω with |bj | = |ag(j)| and ϕj is the submeasure associated
with 〈ag(j), ϕg(j)〉 for any j < ω (see the paragraph before Lemma 6.2.7). Lemma 6.1.2 implies that
P(ω)/I has a linear gap of type (ω, νn) for each n < ω. Moreover, the gap spectrum of P(ω)/I is
contained in P(ω)/Î and P(ω)/Î has a gap of type (ω, ω1) (Corollary 6.2.8).

It is consistent with the existence of a weakly inaccessible cardinal that there is an Fσ-ideal with
continuum many types of gaps of the form (ω, ν) with add(N ) < ν < b. Indeed, by Corollary 6.5.9,
given a sequence {νf}f∈2ω ⊆ (add(N ), b) of regular cardinals, we may assume that there is a sequence
〈If 〉f∈2ω of fragmented ideals on ω such that b(If ) = νf for all f ∈ 2ω. Consider the perfect a.d.
family A = {af / f ∈ 2ω} on 2<ω where af = {f�k / k < ω} and let I be the ideal on 2<ω generated
by
⋃
f∈2ω I ′f where x′ ∈ I ′f iff there is an x ∈ If such that x′ = {f�k / k ∈ x}. It is clear that I is an

analytic ideal and, by Lemma 6.1.2, it contains a linear (ω, νf )-gap for each f ∈ 2ω.
Along with our consistency results with gaps, we also proved, assuming a weakly inaccessible car-

dinal, that there are continuum many different cardinal invariants of the type b(b, h) (Corollary 6.5.9).
Although the existence of continuum many different Rothberger numbers for Fσ ideals implies that the
continuum is weakly inaccessible, the same may not be true for the previous type of cardinals.

Problem T. Is it consistent, with ZFC alone, that there are continuum many different cardinal invariants
of the form b(b, h)?

Kellner [Kell08] proved the consistency, with ZFC alone, of the existence of continuum many dif-
ferent cardinals of the form c∀(b, h), where this cardinal invariant is the dual of b(b, h), that is, the least
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size of a set C ⊆ S(b, h) such that every real in Rb is localized by some slalom in C. This has been done
by a large product construction, so it may be possible to use this technique to give a positive answer to
Problem T.
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[T] S. Todorčević: Partition Problems in Topology. Amer. Math. Soc., Providence, 1989.
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