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1.1. BACKGROUND

1.1 Background

It is a widespread and accepted fact that Earth as we know it nowadays originated
a relatively small time ago, from a geological point of view. To be precise, the
first animals (sponges, jellyfishes) started to roam the oceans of the primordial
terraqueous globe roughly 8 - 108 years ago while for the migration of life out of the
water and the rise of the first dinosaurs, then mammals, another 4-10° years had to
pass. Not to mention the advent of the first humans which happened only 2 millions
years ago. However, all these living species could not have existed without the
so called “oxygenic photosynthesis”, a complex physico-chemical reaction carried
out by primordial cyanobacteria, which is supposed to have appeared some time
around 2.5 - 10° years ago (Rasmussen et al., 2008). Ever since then, oxygenic
photosynthesis represents the most important process supporting life on Earth, being
it the one and only way that living organisms have to harness the sole energy source
entering the system “Earth” from outer space: the solar light. In other words,
photosynthesis plays a central role in the accumulation of biomass on Earth, by
fixing inorganic carbon from the atmosphere, i.e. CO,, using solar light as energy
while simultaneously supporting all the heterotrophic life forms, by releasing oxygen
as a by-product of the process. The total power deriving from solar light irradiation
received by the Earth amounts to 174 PW of which only the 70% is able to reach
ground and to be absorbed (122 PW), while the remaining is reflected back to
space by the clouds. Of the absorbed radiation only the 0.077% is captured and
successfully converted into viable biomass through photosynthesis (Miyamoto, 1997),
a process that thus proves to be highly energy-inefficient. Nevertheless, the energy
scale we are referring to still represents roughly 30 times the total energy produced
for human consumption on planet Earth in one year, 96 EJ in 2011 (U.S. Energy

Information Administration, 2013), and should therefore in theory suffice for the
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1.1. BACKGROUND

total energetic self-sufficiency of the world human population. However, as for the
year 2011, 91.2 EJ of said energy are still produced by non-renewable sources (crude
oil, natural gas, nuclear and coal), with an optimistic provision of an increase from
10 to 13% of the energy generated by renewable sources for the years up to 2040,
especially biofuels (U.S. Energy Information Administration, 2013). This outlook
of the global energy usage pattern calls for a complete restructuring of the whole
system where renewable sources will quickly take place of non-renewable ones in
an attempt to achieve a more sustainable interaction between humanity and our
host planet. This is the so-called “green revolution”, a process that started to take
place all over the world, with huge amounts of capitals slowly shifting towards the
investigation of new energy sources that could possibly be renewed indefinitely. As
stated by the U.S. Energy Information Administration (2013), despite being a huge
producer of bioethanol (obtained from the bio-conversion of corn and sorghum)
(Nuffield Council on Bioethics, 2011), the US are planning to move towards an even
larger biofuel production in the coming 20 years. This is the direct consequence of
crude oil price increase, along with a sort of preparation to fuel shortages that can be
easily foreseen in the close future. However, said bioethanol production from corn is
blamed as the responsible of both the price increase of corn (and similar crops) for
human consumption and the increase of land exploitation, in terms of water usage
and pollution by by the use/employment of agriculture pharmaceuticals (Nuffield
Council on Bioethics, 2011). Furthermore, GMOs are the best candidates for high
yield productions, leading to the utterly controversial debate on their ethical use in
agriculture. All this being said, its is clear that this kind of approach may not lead
to a complete solution to fossil energy shortage, despite it being a first step towards

the right direction.

A promising and smart solution to this problem may be represented by biofuels

extracted from raw algal biomass. Because of their relatively simple metabolism,
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microalgae are said to be able to fix up to a hundred times the amount of CO,
that plants and other terrestrial photosynthetic organisms can normally fix in their
leaves and fibrous tissues, but with an obviously higher turnover speed (Falkowski
and Raven, 2007). This difference easily translates into an analogous scale reduction
in the hypothetical plant footprint for achieving the same biomass revenue, together
with the fact that said production facilities could be established on land that is not
suitable for other crops without any interference on the prizes of vegetables destined
to human consumption. Not to mention the fact that a faster turnover is beneficial
on the productivity /operational time factor of the plant (i.e. the overall efficiency).
For these reasons, in the last 10 years numerous big company names operating in the
energy field (Exxon Mobil, Royal Dutch Shell and ENI) have started various pilot
plants to try and exploit these benefits on a semi-industrial scale!. Even so, with the
apparent sole exception of the Japanese company Denso?, the other research groups
did not achieve any substantial result, apart from the commendable effort of investi-
gating an innovative renewable energy source; as a consequence the technology has
been deemed as “still unprofitable” and the projects abandoned. The main reason
of this investment debacle resides in the low light-to-biomass conversion efficiency
characterizing algae, a peculiarity which is really difficult to handle both for physical
reasons (light distribution) and chemical constraints (nutrient distribution). In this
work we wanted to address this issue, as we believe that it deserves an in-depth
analysis before an industrial scale exploitation could be possible. However, to be
able to give an answer to the many open questions in this filed, we believe that a
deep knowledge of three apparently unrelated fields is required, and for this reason,

up to the present day this route was left unexplored. To understand the connection

'DOE/Lawrence Berkeley National Laboratory (2010, November 3). Algae for biofuels: Moving
from promise to reality, but how fast?. Science Daily. Retrieved December 7, 2013, from http:
//www.sciencedaily.com/releases/2010/11/101102131110.htm

2Denso Corporation, Tokyo Motor Show 2011 presentation, Retrieved December 7, 2013, from
http://www.denso.co.jp/ja/news/event/tokyomotorshow/2011/booth/pdf/biofuel.pdf
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Inner

Outer membrane Granum
membrane T

Thylakoids

Figure 1.2.1: Graphic representation of a chloroplast.

between said fields which become the vary foundation of this work, an introduction
to the following is required: 1) inner workings of the photosynthetic reaction, 2) ba-
sic photobioreactor design principles and 3) data analysis with computational fluid
dynamics software. Further information related to the algae strain used is in the

Materials and Methods section.

1.2 Photosynthesis

1.2.1 The photosynthetic apparatus

As any other chemical nutrient, light has to be absorbed in order to be processed
in the metabolism by the photosynthetic organism. This task is carried out by
highly specialized organelles called chloroplasts (Figure 1.2.1). The chloroplast is
the part of the photosynthetic cell that contributes to all the light-related reactions:
it contains, in fact, all the light-capturing pigments, the electron carriers and the
carbon-fixating enzymes. As shown in Fig. 1.2.1, the chloroplast contains a vast
number of sack shaped membranes called thylakoids, which in turn show the ten-

dency to stack one over the other forming a sort of fibrous matrix, the so called

5



1.2. PHOTOSYNTHESIS

grana. Each thylakoid in the chloroplast represents one small fraction of the light-
harvesting antenna of the microorganism constituted by the pigments located on
the thylakoid membrane itself, where light-dependent reactions actually take place.
The inside of the sack itself, called lumen, contains instead some of the proteins
involved in the photosynthesis and represents the site where water is actually oxi-
dized, producing gaseous oxygen. In green algae the thylakoids seem to be grouping
in grana constituted by three or more units, but the actual number is strongly de-
pendent on the species and illumination conditions (Kirk, 2011). The last part of
the chloroplast is the stroma, the liquid filling the organelle in which the grana are
floating. This fluid represents an important component of the chloroplast as it is the
place where chloroplast ribosomes and DNA are located but, more importantly, the
carbon fixation (i.e. the Calvin-Benson cycle) happens due to the high concentra-
tions of Rubisco protein (Grzebyk et al., 2003). In addition to the carbon fixation,
it is inside the chloroplast stroma that inorganic nutrients like NO, and SO3~ get
reduced to ammonium/amino acids, and organic sulfide compounds, respectively

(Falkowski and Raven, 2007).

1.2.2 The photosynthetic reaction

The term “photosynthesis” refers to that group of reactions which convert light
energy, CO,, H,O and inorganic nutrients in highly reduced organic compounds
(starch, lipids, etc.), along with ATP and NADPH,, i.e. the building blocks for the
base cellular metabolism, and the energy needed to assemble them. First of all let
us concentrate on the actual portion of photosynthesis that relies on constant light

input for its completion: the light reactions.

The main light-driven reaction is the water-splitting (oxidation) process realized

by using 8 photons to convert NADP in NADPH, and ADP into ATP and ultimately

6
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Figure 1.2.2: Simplified photosynthetic electron transport chain scheme. Starting from
the water molecule (bottom left) the electron flow is represented by the straight arrows
up to its final destination, the Ferredoxin enzyme. Dotted lines represent Hions molar
flows between the lumen and the stroma.

produce one O, molecule. The reaction is summarized like this:

NS;TL\182+2NADPH2 121)

4ADP + 4P, 4 ATP

2 H,0 + 2 NADP

As depicted in 1.2.1, the light reaction seems to proceed as a smooth transition
between NADP and its reduced form mediated by light energy, which is clearly
different from what is actually going on inside the chloroplast: the reaction is in-
stead split over a series of sequential intermediate reactions which take place on the
thylakoid membrane. A simplification of the overall reaction sequence, known as
the “photosynthetic transport chain” can be seen in Figure 1.2.2. First of all, the
reaction is now believed to be split among two functional molecule groups called
Photosystem I (PSI) and Photosystem II (PSII) where two different light harvest-

ing antennae absorb incident light at slightly different wavelengths namely, 680 nm

7



1.2. PHOTOSYNTHESIS

and 700 nm for the PSIT and PSI respectively. As Fig. 1.2.2 clearly shows, PSII is
responsible for the water splitting inside the thylakoid lumen thanks to the ozygen
evolving complex which represents the site where the electrons are extracted thanks
to the light-excited P680 unit. Among this reaction, two H" ions are produced
which are the main responsible of the lowering of pH inside the thylakoid lumen
during active photosynthesis. The excitation of the P680 unit is necessary to carry
the electron to an higher energy level (thanks to the absorbed light energy) to ini-
tiate the subsequent reactions in a sort of energy cascade, back to the non-excited
state. This cascade takes place between the Phaeophytin, Plastoquinone pool (PQ
pool), Cytochrome f ending on the Plastocyanin. Now it is worth noting that during
these series of passages, H" ions are transferred with two different methods: a static
electron transfer and a dynamic electron transfer. To be precise, while Phaeophytin
and Cytochrome f are molecular complexes linked to the thylakoid membrane and
unable to move, both the PQ pool and the Plastocyanin have to shuttle back and
forth to transfer the electrons. This phenomena happens on concentration gradients
like any analogous process in the cell thus requiring more time than the contiguous
ones and ending up being the bottleneck of the whole system. To be precise, the
slowest turnover is that of the PQ pool which is reportedly in the time scale of the
100 ms (Falkowski and Raven, 2007). During the electron transfer step between the
PQ pool and the Cytochrome f, an H* ion is actively transferred from the stroma
to the thylakoid lumen, contributing further to the pH gradient across the mem-
brane. The last molecule on this partial chain, plastocyanin, plays with the PSI
the same role as the oxygen evolving complex with PSII, by shuttling the electron
to the P700 reaction center when it is excited by the absorbed light energy. In
an similar way to PSII chain reactions, PSI electron is transferred forward towards
lower energy molecules up to its final destination, Ferredoxin, where NADP is con-

verted in NADPH, by hydrogen reduction. The last step which must be highlighted
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is that represented by the conversion of ADP in ATP which reportedly happen si-
multaneously to the light-dependent reactions (1.2.1) despite not being intrinsically
light-driven by itself. This conversion takes place thanks to the trans-membrane
protein ATP synthase. Said protein is able to shuttle H* ions from the inside of the
thylakoid to the stroma, converting the potential difference into stored energy by

converting ADP into ATP.

All this being said,it is clear that photosynthetic microorganisms are thus able
to conduct an oxidation reaction (water splitting) to obtain as a final result, the
reduction of ionic hydrogen, using photons as the sole source of reducing power and
in addiction, to have an excess of stored energy (ATP) to be used in the dark phase
of the cell metabolism. There has been a long debate around the exact number of
photons used in this process: according to Warburg and Negelein (1928), only 4
photons where used to produce on O, molecule however data obtained from a later
research (Emerson and Lewis, 1941) shown that on an average between 8 and 12
is a more reasonable number. In this work this second value has been used in the

equations/calculations (more on this in section 1.2.4).

The only part that have been left unexplained is that regarding the light harvest-
ing antennae, represented in Fig. 1.2.2 as oriented dishes mounted on the top part
of each photosystem. This kind of representation is obviously a simplification to
clarify the meaning of said antennae; in reality, photosynthetic pigments are packed
around the reaction center (P680/P700) forming a globular cluster made by an in-
tricate structure of both photosynthetic pigments and accessory proteins. As briefly
indicated in Fig. 1.2.2, in photosynthetic organisms, at least two kind of pigments

are present (Kirk, 2011):

= Chlorophylls: organo-metallic pigments in the family of porphyrins, that rep-

resent the vegetal equivalent of an hemoglobin molecule with Mg®" in substi-
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Figure 1.2.3: Chlorophyll molecule structure. The fundamental structure is the same
between both chlorophyll a and b whit the only difference that the X radical becomes a
CH; in the former and a CHO in the latter.

tution of Fe?t atoms.

= (Carotenoids: isoprenoid pigments with a length of about C,,. Despite the
linear and relatively simple structure, they can absorb photons thanks to the

multiple resonant double bonds spread along the chain.

There are many different kinds of chlorophylls (CHL) in nature: a, b (see the struc-
ture in Figure 1.2.3), c1, ¢2 and d but the main components of the light harvesting
complex of the vast majority of photosynthetic organisms are the first two: a and
b. To be more precise, under normal natural conditions CHL a represents, on an
average, the 80% of the total chlorophyll content representing the main photosyn-
thetic pigment. CHLs are able to absorb certain wavelengths to emit back other
frequencies through fluorescence (with lower energy) and are thus able to transfer
said energy to the final reaction center (both in PSI and PSII). The reaction center
itself is constituted by a CHL a coupled with a specialized protein, so we can con-
clude that in the last place, photosynthesis is conducted by CHL a. For this reason
all the other pigments, being them CHLs or carotenoids, are generally referred at
as “accessory pigments”, as their main role is that of photosynthesis coadjuvants.
However, researchers reported that in the total number of CHL molecules in a cell,

only an extremely small percentage of reaction centers are found, namely about 1 for
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Figure 1.2.4: Absorption spectra of chlorophyll a (solid line) and b (dashed line) in
methanol (after Dixon et al. (2005))

every 500 molecules (Emerson and Arnold, 1932; Rabinowitch and Govindjee, 1969).
With this premise, a question arises: what is the role of the other pigments? Since
the number of reaction centers is so small to be almost negligible in the antenna,
one should expect two possibilities: 1) extremely low light conversion efficiencies or
2) extremely low chlorophyll content per cell. Evidently, both these conclusions are
wrong as LCE up to 10% can be obtained (in ideal conditions) and CHL represent
up to the 3 ~ 5% of biomass weight: it has to be concluded that all the pigments
in the antenna complex actually cooperate in the photon capturing process. The
mechanism involved in the process is the one postulated by Forster (Knox, 2011),
the so-called “inductive resonance transfer system”. In this mechanism, chlorophylls
(an to a minor extent carotenoids) are able to transfer the absorbed energy to each
other in a redundant scheme where the last chlorophyll of the chain, probably a
reaction center, will en-route the electron in the photosynthetic transport chain.
This is possible thanks to the peculiar absorption/fluorescent emission properties of
chlorophyll a and b (Figure 1.2.4). CHL a is able to absorb energy around 425 nm
and 660 nm and similar values can be seen for CHL b; the absorbed photons can

be emitted back through fluorescence which takes place around 625 nm, thus pho-
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tons can be translated between CHL molecules by this series of absorption/emission
steps. Absorption spectra of CHL a and b are slightly different, ensuring a wider
overall absorption span; moreover, thanks to the presence of carotenoids which ab-
sorb in an even lower wavelength, microalgae are able to absorb and convert energy
in the whole visible range. The only exception are the radiations in the green region

(500 ~ 600nm) where an almost zero absorption is seen (hence the green color).

After the production of reducing power by means of the light reactions, the
photosynthetic process is completed by its dark phase which can be summarized

with the equation:

CO, + 2 NADPH > CH,O + H,0 + 2 NADP
2 2 \2 2 (1.2.2)
3 ATP 3 ADP + 3 P,

As indicated by the equation 1.2.2; the reducing power produced by the light
reactions (1.2.1) is redirected towards the production of carbohydrates, the base
of biological chemistry, through the Calvin-Benson cycle. The main objective of
this work was directed towards the increase of light conversion efficiency, hence a
detailed explanation of this complex part is beyond the scope of the dissertation.
For a complete review refer to Martin and Schnarrenberger (1997). Anyway, light
and dark reactions when conducted simultaneously overlap, resulting in this global

energy /mass balance:

CO, + 2 H,0 ~8h | CH,0 + Hy0 + O, (1.2.3)

This is the formulation used for the light conversion efficiency (LCE) calculations.

12



1.2. PHOTOSYNTHESIS

1.2.3 The role of photosynthetic pigments

In the previous section a general description of the photosynthetic system and a
first introduction to the role of photosynthetic pigments (CHLs or carotenoids) in
the light reactions have been given. Nonetheless, apart from the secondary role they
have in the inductive resonance system, all the accessory pigments play a primary

role which is the very reason for their synthesis.

Chlorophylls

As already pointed out, one of the main roles of CHL b in the photosynthesis is
that of augmenting the absorption spectrum of the light-harvesting apparatus. Its
presence in large quantities can be therefore used as an indicator of cell metabolism.
It is little known, however, that the ratio between CHL a and b can be used to
assess whether a cell is receiving enough light for its metabolism and can conse-
quently be used as a parameter to assess the onset of photolimiting conditions (Dale
and Causton, 1992; Gratani et al., 1998). The reason for this effect, more than the
increased absorption spectra, may reside in the positive influence that CHL b has in
the transfer of light energy by fluorescence emission (Thorne and Boardman, 1971).
It must be noted that some research points towards the fact that the CHL a/b ra-
tio seems to be dependent on the incident light wavelength composition (Borodin,
2008), but the conclusions are not correct when considered from a light transfer
point of view. It appears in fact evident from the absorption and fluorescence emis-
sion spectra (Dixon et al., 2005) that absorbed photons can be quenched to a longer
wavelength, namely 645 nm, where CHL a can absorb them. The effects of light
measured by Borodin (2008) where those of highly photolimited cultures due to the
different turnover speeds in PSI and PSII (Kirk, 2011) that led to a redistribution of
the antenna composition. Thus, the effect is on the photosystem turnover and not

on the CHL synthesis pathways which respond directly to a perceived light depriva-
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tion. We also tried to replicate this apparent light composition-dependent behavior
in non-photolimited cultures of Haematococcus pluvialis, but without any appre-
ciable result (data not shown). In addition, CHL b seems to be highly efficient in
transferring the light absorbed by carotenoids (which absorb efficiently in ultraviolet
wavelengths) to CHL a as demonstrated by Thorne and Boardman (1971). These
two simultaneous contributions have an addictive effect on the increase of captured
light energy and it seems thus natural for CHL b concentration to represent an

important indicator of cellular photosynthesis.

Carotenoids

Carotenoids play an important role in the cell metabolism as, in addition to their
limited light capturing capabilities, they act as photosystem protection molecules
(Mimuro and Katoh, 1991). The mechanism with which they are able to protect
the photosystems, despite being still quite uncertain, is related to their strong anti-
oxidant activity which is also the reason why they are used in cosmetic and nu-
traceutical applications (Spolaore et al., 2006). It is in fact well known (Demmig-
Adams and Adams, 2002) that carotenoids can intercept the highly instable Reactive
Oxygen Species (ROS) which are formed together with the excitation of CHLs by
three mechanisms: CHLs triplet state quenching, super-oxide and singlet oxygen
quenching (Mimuro and Katoh, 1991). Whatever the quenching mechanism, the
light energy absorbed by the CHLs is passed directly to carotenoids which can ac-
cept singlet state electrons because of the high number of resonant double bonds in
their chain structure; upon absorption, energy is dissipated as heat that represents
a big part of that phenomenon which has become known as the “non photochem-
ical quenching” (NPQ) (Baker, 2008). This parameter is one of the most used in
the determination of light-induced physiological stress together with other fluores-

cence related parameters (Fv/Fm, ¢, etc (Baker, 2008)) however, due to the lack
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of specialized measuring equipment (PAM fluorometer), we had to rely only on the
CHL/Car ratio as a stress indicator; to be precise, the lower the ratio, the higher

the perceived stress (Grobbelaar and Kurano, 2003; Solovchenko et al., 2009).

1.2.4 Photosynthesis theoretical efficiency

According to Eq. 1.2.3, the photosynthetic process requires 8 quanta together with
two H,0O molecules for each CO, molecule to produce one CH,O. In reality, the
final product of the photosynthesis is a glucose molecule which suggests that each
“batch” of photosynthesis, to yield a viable glucose molecule has to use 6 times
the quantities reported in Eq. 1.2.3. This means that the correct overall equation

becomes:

6 CO, + 12 H,0 ~ A8, CeH1206 + 6 H,O + 6 O, (1.2.4)

As for the energy balance involved in this process, if the equation is correct, it
is trivial to calculate the amount of energy attained for each absorbed quantum or,
more easily, the theoretical maximum LCE. For each glucose molecule and in the

end for the overall process, we can say:

Ngly * A]:‘L:omb,glu ) _ 12805
EPhOt * Nphot 209 - 48

LCFE oy = -100 = 27.96% (1.2.5)

provided a glucose specific enthalpy of combustion of Aﬁcomb,glu = 2805 kJ -
mol~ (Perry et al., 1999) and an average photon energy of Ephot =209 kJ - mol™*.
The calculation of the Ephot parameter is the result of the integration process of
each local quantum energy content over the total solar light spectrum; this can be
alternatively calculated by using wave frequencies (Eq. 1.2.6) or by wave lengths

after taking care of substituting the integrand differential with the proper one (Eq.
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1.2.7). Among the two equations, the latter is easier to visualize due to the diffused
habit of referring to wavelengths more than frequencies and thus is reported with

explicit wavelength values in the formula.

Ep,wtzf N, -h-dv (1.2.6)
250
Ephot = 2500Na-h-;-dA (1.2.7)

The wavelengths used in this calculation extend clearly beyond the boundaries of
visible light or more precisely the photosynthetic active radiation (PAR) which only
spans between 430 and 680 nm and only covers the 41% of the total solar radiation
(Kirk, 2011). Following this, the maximum LCE attained by any photosynthetic
organism will be only able to cover the 41% of the total, as only radiations included

in the PAR are available. This leads to the maximum LCE on PAR which is:

LCE s par = LCE g, - 0.41 = 11.46% (1.2.8)

These calculations show how, for any given photon in the PAR radiation, only
about 11.5% can be converted into glucose, rendering the process extremely inef-
ficient. However, this number taken by itself still does not take into account all
the possible invalidating conditions. It is well known in fact that high intensity
radiation has a “saturating” effect on the photosynthetic complex that has to be
taken into account as algae are usually illuminated by high intensity solar light. A
visual representation of the saturating effect can be observed in Figure 1.2.5 where
a Haematococcus pluvialis Photosynthesis-Intensity curve (P-I curve) is represented.
These curves are obtained by varying the incident light intensity on the culture and

recording the outcomes by means of a photosynthesis-related characteristic param-
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Figure 1.2.5: Photosynthetic activity curve of Haematococcus pluvialis NIES-144 measured

at 27°C
eter, in this case the specific oxygen evolution rate (OER). In the first part of the

P-I curve the OER response is perfectly linear up to 25 pmol - m=2 - s~% but such

linearity is quickly lost when the curve starts to saturate up to a maximum level
of approximately 300 pumol Oy - (ug CHLa + b)~' - h='. This behavior is thought
to be dependent on two main phenomena: 1) the light induced damage of the D1

protein in the PSII complex (Han et al., 2000; Melis, 1999) and 2) an acceptor

side inhibition where electrons are stuck downstream in the PQ pool step redox
reactions (Vass et al., 1992). Especially in the latter, a non-destructive kind of in-
hibition is reported: the electrons which are physically unable to proceed down the
photosynthetic electron transport chain act as a negative feedback on the PSII and
ultimately, slow down the whole process. While both phenomena are thought to be
interdependent (Melis, 1999) they are both reversible even if recovery from the first

one is remarkably slower (up to 12 h) when compared to the latter which can be

reversed just by lowering the illumination intensity below the saturation.

The contribution of the light saturation effect in the reduction of LCE under
17
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Figure 1.3.1: Examples of open pond (top) and PBRs (bottom) configurations. a) Cir-
cular open pond (Chlorella vulgaris); b) Raceway pond (Spirulina platensis); ¢) Coastal
natural/artificial lagoons (Dunaliella salina); d) Tubular PBR (Haematococcus pluvialis,
Dunaliella s., Chlorella v.); e) Vertical cylindrical bubble column, air-lift or annular PBRs
(Phytoplankton cultivation); f) Flat panel PBRs ( Tetraselmis s., Nannochloropsis g.)

high light conditions, is extremely difficult to assess as it is dependent on the time
of the day, weather conditions and the season. However, there is a wide spread
consensus that during the most harsh summer days with solar PFD reaching for
its top (over 2000 pmol - m~2 - s71), an average of 3 to 6% LCE is recorded in
high density cultivation systems (Van Oorschot, 1955; Miyamoto, 1997). For all
these considerations, the maximum attainable LCE in natural conditions never rises
above the 6% (in overcast sky conditions) and mostly will lie around the 3% in full
sun light. It is thus evident the need for an improved PBR design being able to

efficiently utilize high PFD values while keeping high productivity and scalability.
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1.3 Photobioreactors

1.3.1 Classification of photobioreactors

One of the major tasks that phycologists and bio-engineers have been continuously
focusing on for years is the design of high efficiency photobioreactors (PBRs) to
achieve an economic conversion of zero-cost sources of light and COs to produce
various added value products (Borowitzka, 1999; Goldman, 2000; Spolaore et al.,
2006). Despite such efforts the most widely used PBR for commercial scale produc-
tion still remains the “open pond” system which therefore deserves a small elucida-
tion. Various pond design have been investigated (Becker, 1994) (Fig. 1.3.1-top)

but they all share the same weak points to some extent (Tredici, 2004):

= Turbulence in the reactor is strongly related to the culture cross section: cul-

ture thickness should never lower below 15 cm to avoid uncontrolled sedimen-
tation and lack of oxygenation. Even in the most favorable conditions, open
ponds cannot be considered highly turbulent systems (except for the area

around the paddle wheel).

= Low culture density: due to the self shading phenomenon (more on this in

Section 1.3.3), cultures in open ponds are strongly photolimited and therefore,
the deeper the pond, the lower the achievable culture concentration. As a
consequence of the previous point, even the shallowest ponds have pretty low
densities (around 0.6 ¢g-1~!) with deeper ponds becoming even more photolim-

ited.

= Low surface to volume (S/V) ratio: with over-abundant illumination condi-

tions (like in outdoor PBRs) reactors with high S/V ratios are favored for
algae growth as higher concentrations can be achieved. Open ponds represent

the opposite situation where the highest possible S/V ratio is regulated by the
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culture thickness:

S 1 B
(V) = 0dbem oTm (1.3.1)

= (Contamination risk: as an open air system, the culture is subjected to con-

tamination and even in very selective culturing conditions it is still at risk of

being overrun by other exogenous algae or protozoa.

The reason why these reactors are still adopted resides mainly in their ease of oper-
ation and the price per square meter of occupied land which is, at least, one degree
of magnitude lower than that of any closed PBR also rendering the biomass cheaper
(cost between 9~17 €-kg!).

To address these drawbacks, closed PBRs have been devised to be the most con-
trollable environment possible to allow for the production of added-value chemicals
with a high degree of purity deriving from culture reliability /repeatability. Several
reactor configurations (Fig. 1.3.1-bottom) for various applications have been pro-
posed (Goldman, 2000; Posten, 2009; Pulz, 2001; Tredici, 2004) and they are all

characterized by the efforts spent on the following aspects:

= Culture purity: as many products for the health/beauty and nutraceutical

markets may be produced with algae, it is really important to have a com-
pletely pure culture. In some algae-based food companies, purity is only
achieved as a trade off by selective environmental conditions coupled with
constant quality check (Belay, 2008) but in the case of more fine products, a

completely pure and axenic culture is imperative.

= High culture concentration: a higher culture concentration results in lower har-

vesting costs which are thought to amount at least to the 20~30% of the total
production cost (Molina-Grima et al., 2004). Achieving the highest biomass
concentration is actually the most difficult challenge in PBR design as it rep-

resents the final result of different design solutions.
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= Land usage optimization: Algae as a photosynthetic crop compete for light

and land utilization with those crops intended for human consumption. In
a sustainable future scenario, this competition should be reduced as much
as possible. For this reason, almost all the PBRs with very few exceptions
are devised as vertical structures to exploit the utilized land to the fullest
potential (see Fig. 1.3.1 for some examples). Vertical reactor arrangement
permits the achievement of ultra-high S/V ratios, as high as 20 to 13 times
those of standard ponds (Giannelli and Torzillo, 2012; Richmond and Zhang,

2001).

= Culture turbulence: Like any other chemical engineering application, it is quite

evident that an increased turbulence inside the PBR can promote any mass
transfer related phenomenon therefore increasing the overall productivity. In
algal biotechnology however, more than nutrient deficiencies, culture inability
to harvest enough light is the main cause for lowered productivities. For
this reason, light distribution and culture turbulence correlation deserve an

in-depth investigation.

1.3.2 Flashing light

All the introductory explanations reported up to this point always took into con-
sideration one main aspect of the photosynthetic reaction: it is naturally conducted
under continuous light. It is trivial to understand the reason why this assumption
was so obvious as solar light was the only light source available during the evolution
and it is evidently continuous. For this reason, except for day/night cycles and small
diurnal light intensity variations, photosynthesis has always been a purely contin-
uous phenomenon. However, in 1953 Kok discovered that illuminating Chlorella

pyrenoidosa cultures with artificial flashing light could lead to an increase in LCE,
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opening the road for a completely new technique to approach microalgal cultiva-
tion. Kok (1953), verified in fact that, by providing intermittent illumination with a
proper duty cycle equal to 18% and regulating the flashing light duration, up to 7.5
times higher LCEs could be attained by the culture when compared to continuous
light.

D=t;-@=>55"
(1.3.2)

(t; +t)/t; = 5.5

As shown in Eq. 1.3.2, a fixed duty cycle (D) with different flashing time (¢)
duration only means that the same amount of light for each second is distributed to
the culture with a different pattern; despite this fact, cultures show the ability to
react in a different way to variegated illumination patterns leading many researchers
to think that a physiological light-related phenomenon was involved in this beneficial

response (Grobbelaar et al., 1992; Thomas and Gibson, 1990).

According to the literature, the photosynthetic activity loss (expressed as an
F,/F,, decrease) is ascribable to either the PSII light reaction centers closure or to
the heavy reduced state of the Q, (Rabinowitch and Govindjee, 1969; Setlik et al.,
1990; Vass et al., 1992; Vonshak and Torzillo, 2004). In this conditions, flashing light
could be seen as a way to relief such reducing power excess on the PQ pool due to
the mechanism simplified in Fig. 1.3.2. As reported by the aforementioned figure,
both continuous light and flashing light cultures in the very initial cultivation stage
(a1 and by respectively) show the very same behavior: absorbed light is converted
into an electron moving through the photosynthetic transport chain towards the PQ
pool where it is furthermore transported as a reductant of the primary electron ac-
ceptor, the Qa. In Fig. 1.3.2, an ideal light-dark duration of 100 ms has been chosen
to clearly represents the difference between the two illumination conditions as it is

reportedly the PQ pool turnover duration (Falkowski and Raven, 2007). While in
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Figure 1.3.2: Schematic representation of the continuous light driven photo-inhibition
system as compared to to an ideal flashing light regime. Continuous light photo-inhibition
is represented by the upper panels (a;) and flashing light is represented by the bottom
panels (b;). The flashing light interval adopted is that reported as the average PQ pool
turnover duration (Falkowski and Raven, 2007).

Fig. 1.3.2b5 the culture was kept in the dark for the whole 100 ms, in the corresond-
ing continuous light panel (ay) it kept absorbing photons up to a point where a
continuous wave of electrons (blue dots) started to accumulate above the PQ pool.
The increased number of electrons in Fig. 1.3.2as is just a schematic representation
of the increased degree of reduction showed by the Qa when exposed to excessive
levels of illumination, as described by Setlik et al. (1990). Eventually, after a time
long enough to completely saturate the Qa binding site (Fig. 1.3.2a3, the accu-
mulated redox potential needs to be quenched by heat generating reactions (NPQ)
involving either the accessory carotenoids or the over-abundant oxygen molecules
surrounding the PSII. This latter set of reactions conduces to an uncontrolled and
copious production of ROS which act as a growth inhibitor by practically destroy-
ing all the carotenoids and proteins in the light harvesting complex. On the other

hand, if the light is properly flashed for the overall culture duration, the dark phase
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Figure 1.3.3: Culture mutual shading representation. Left: Schematic representation,
Right: Typical light attenuation curve. In this example, the incident light I, is quickly
absorbed by the first culture layer (1) becoming thus insufficient for the underlying culture
bulk (2). The ratio between 1 and 2 is thought to be roughly equal to 1/9 in sufficiently
dense cultures (Torzillo G., personal communication).
becomes an energy-exhaustion process and a sort of steady-state degree of reduction
is established on the PQ pool, dramatically lowering the oxidative stress in the cell
and ultimately increasing the overall LCE of the culture (Fig. 1.3.2b3).

Flashing light effect represents for these many reasons an interesting phenomenon

which deserves to be investigated further; moreover, being able to include this as a

feature in the PBR design process it could significantly increase culture productivity.

1.3.3 Implementing flashing light in photobioreactors

As already stated in section 1.3.1, PBRs are designed to allow a significantly higher
biomass concentration to increase the volumetric yield thus lowering the overall
production cost and land footprint. However, in such dense cultures, light intensity
is drastically lowered by absorption and self shading in the first few centimeters
of culture (Acién Fernandez et al., 1997; Garcia-Malea et al., 2006) leading to an
highly photolimited culture, that is the exact opposite problem than that shown
by open ponds. In such a scenario the culture can be imagined as divided in two
photic zones: 1) the external layer, highly illuminated by direct solar radiation and
2) the inner layer, poorly illuminated by the effect of culture mutual shading (see
Fig. 1.3.3).

It has always been common belief that if one could displace the culture from on
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photic zone to the other with the proper speed, i.e. a recurring 1-2-1-2... recircula-
tion pattern, an increase in the overall culture productivity could be achieved (Kok,
1953). The concept itself was quite straightforward but the time scale required for
flashing light to cause a substantial LCE increase always represented a major en-
gineering problem due to the complicated design needed to attain sufficiently high
fluid velocities and the increase in the needed energy to sustain them over the whole

culture duration.

The easiest solution for this problem was to increase culture turbulence. The
pioneering study from Richmond and Vonshak (1978) in mass cultivation of Spir-
ulina platensis introduced the first consistent evidence supporting this theory. They
reported in fact a 66% increase in culture productivity just by doubling the speed
of the paddle wheel albeit the small size of the pond (1 m?) may be considered a
major component of this effect which can be difficult to reproduce in large scale
ponds. Many articles have been subsequently presented in literature which report
increased mixing as a key factor to attain a better illumination inside the PBRs
(Carlozzi and Torzillo, 1996; Gobbelaar, 1994; Janssen et al., 2000; Muller-Feuga
et al., 2003; Ugwu and Aoyagi, 2011) but the connection between better mixing and
better productivity was in many cases still indicated as a possible responsible of the
production increase without any quantitative correlation or model except Reynolds
number measurements. Only in the last decade a deeper analysis of the effect of
fluid pattern on light-dark cycles and therefore on LCE has started to attract interest
and numerous studies have been conducted to try and elucidate this dependence.
(Giannelli et al., 2009; Merchuk et al., 2007; Pruvost et al., 2006, 2008; Wu and
Merchuk, 2004; Wu et al., 2009). Said studies reflected different kind of approaches,
from the pure application of mathematical models (Merchuk et al., 2007; Wu and
Merchuk, 2004) and fluid dynamics simulations (Pruvost et al., 2008; Wu et al.,

2009) for designing the PBR to the empirical correlation of an optimized impeller
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with the increase in culture productivity (Giannelli et al., 2009; Pruvost et al., 2006).
However, despite all the papers being focused on the effects of the fluid dynamics
on the culture productivity they failed in providing a reliable method to assess the
effects of light-dark cycles “prior” to reactor construction and certainly provided
very limited results tightly bonded with the investigated geometry. Nevertheless,
all these studies provided a sound foundation for the development of this work by

providing enough insights in the subject:

1. It is of critical importance to have a model, being it mathematical or physical,

to correlate culture growth with the increase of the LCE.

2. Computational Fluid Dynamics can dramatically speed-up the determination

of fluid patterns as generated by the PBR geometry.

3. Practical correlation between mathematical and physical models can lower
both human and machine computational costs by “smoothing edges”, render-

ing the process fast and sufficiently accurate (maximum efficiency).

4. Generalization of the results is still lacking in the field of PBR design and

would be a very much appreciated characteristic of any new approach.

1.4 Computational Fluid Dynamics

Computational Fluid Dynamics (CFD) is the science that permits to simulate the
fluid behavior in any particular condition starting from characteristic founding equa-
tions. This technique has been used on a broad array of applications ranging from
the air motion on aerofoils, molding of fluid plastics and up to the study of blood
flow in the veins (Marden Marshall and Bakker, 2004). CFD has been also exten-
sively used in chemical applications, especially in the field of fluid mixing which is a

branch of chemical engineering closely related to PBR design; for that reason, some
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Figure 1.4.1: Schematic representation of a CFD set-up. (a) The reference elementary
fluid packet during its motion inside the simulation domain; (b) A characteristic mesh
domain representing one half of a stirred reactor with a Rushton turbine. The points in
the mesh represent some arbitrary control volumes whose fluid velocity vector and different
properties (colors) are shown to attain an easier visualization.

attempts of CFD-aided PBR design have been reported in literature (Bitog et al.,

2011; Pruvost et al., 2006, 2008; Wu et al., 2009; Xu et al., 2012).

1.4.1 Conservation equations

The motion of a small fluid portion inside a flowing continuum may be subjected to
two different kind of distortion (Marden Marshall and Bakker, 2004) (Fig. 1.4.1a):

translation and /or rotation, where the center of mass of the fluid element is displaced

in a new point (from (z1,y,21) to (x2,ys, 22)) while probably rotating around an
arbitrary point (axis system shift from (z/,y', ) to (z”,y”, 2")); deformation, where
the shape and volume of the fluid packet are modified on the effect of gravity,
pressure or shear forces (shape and color change from point 1 to point 2). To
represent such arbitrarily small but finite fluid volume, a suitable computational
domain have to be created. In CFD simulations in fact, like any other finite-element
analysis process, highly complex NLPDE are discretized in space to match the small
variations on a multi-dimensional grid called “mesh® where the reactor geometry is

simplified by an appropriate number of finite volumes (Fig. 1.4.1b). As shown in
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the figure, each finite volume is characterized by a set of properties (defined for each
different application) which can be calculated from the equations and stored in the
so called “result files” from where the appropriate data analysis is conducted.

As all model in physics, CFD simulations rely on a set of founding equations
which are directly derived from mass conservation and momentum conservation
with the proper simplifications to render them easy to solve, especially in highly
complicated fluid regimes where turbulence is involved. Anyway, the fundamental

equations required by any CFD calculation are:

= the continuity equation

= the momentum equation

1.4.1.1 The continuity equation.

The so called continuity equation represents the overall mass balance on an arbitrary
control volume. It is easy to figure out how many different fluxes may enter or leave
said volume but we may always be able to further subdivide the control volume up
to the point where each face of the control volume is interested by one flux and we
can represent them as in Fig. 1.4.2.

To satisfy the mass conservation principle, the total flux on the control volume must
be zero:

'Uxin_Uz,ou - A 'AZ+ 'U,in_U,ou ALUAZ+
p ( ) t) Y P ( Y Yy t) (141>

+p - (Usin — Usout) - Az - Ay =0
which is the mass balance over the control volume Ax - Ay - Az, where p is the
fluid density and U; is the local velocity component along the i — th axis. Dividing

Eq. 1.4.1 for said volume and expressing the resulting equation for an arbitrary
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Figure 1.4.2: Visual representation of the flux balance on a control volume. Uj i, /oy is the
i-th component of the local vectorial velocity respectively entering or leaving the control
volume. The fluxes have been represented with different colors for each axis direction.

small volume leads to the familiar formula:

+pE2 = pVU =0 (1.4.2)

To be precise, the formulation reported in Eq. 1.4.2 is only valid in the case of
an incompressible Newtonian fluid while, the general correlation where the density
is a space-time variable is:

op

TS = 1.4.
0t+VpU 0 (1.4.3)

1.4.1.2 The momentum equation.

The momentum conservation represents the balance of all the forces acting on the

control volume:

0ol _ _ o

Ogt Y Vpp-U=—Vp+VuVU +p-5+ Ty
) 1 f 1 T I (1.4.4)
a b c d e f

where:

29



1.4. COMPUTATIONAL FLUID DYNAMICS

a: time derivative of the momentum

b:  momentum variation due to convection (¢ = sum of fluxes on the control
volume (as in Eq. 1.4.1))

c: pressure gradient

d: momentum variation due to viscous strains

e: gravitational force

f:  surface tension

This set of three equations are also known as the Navier-Stokes equations; they are
solved to obtain a space-dependent (as in steady state flows) or space-time dependent

field for each of the variables, the most representative being the local fluid velocity.

1.4.2 The simplified Navier-Stokes equations

The direct numerical solution (DNS) of the conservation equations is an overwhelm-
ingly difficult computational problem, especially as a consequence of the fact that
ultra-fine resolutions are needed in order to have a proper solution (Rusche, 2002).
Equations 1.4.3 and 1.4.4 are in fact “scale independent” which means that, the finer
the mesh used in the simulation gets, the finer the resolution of the partial deriva-
tives becomes. DNS may be thus interesting for the determination of the exact
solution in small scale laminar problems while relevant fluid regimes are, however,
either turbulent or extremely turbulent, meaning that DNS solutions may become
so long to be practically unfeasible. For this reason, Navier-Stokes equations usually
undergo an (almost) mandatory set of further manipulations to render them able to
tackle turbulent flows in a reasonable time span. Said manipulation is the Reynolds
averaging process where the local fluid velocity is decomposed in an equilibrium
component and a fluctuating one. The terms in Eq. 1.4.4 including the fluctuat-

ing component get averaged to zero (if the time is long enough) leaving only those
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terms where the two velocities appear as a product, i.e. those originating from the

convective term (Eq. 1.4.4-b):

opU
ot

+Vpp-U=~Vp+VuVU +p-g+ f, — Vp-u (1.4.5)

This is the set of the three Reynolds Averaged Navier-Stokes (RANS) equations.
During the averaging process however, the fluctuating velocity is introduced as a new
variable in the problem which needs to be correlated to the other with new equations
in order to have a solvable problem. This is done by the use of the “turbulence
models”, additional sets of instructions where turbulence is approximated with the
following models to be less computation intensive while retaining an acceptable
amount of approximation. The algorithm used in this work (interFoam) only uses
the DNS or the k-e model selectable by a runtime switch, thus a detailed description
of the inner workings of each model is behind the scope of this work. Please refer
to Marden Marshall and Bakker (2004) for further details. The principal categories

are:

= k-e model: robust and stable has been validated against many different reactor

configurations. It is the less resource intensive.

= RSM model: the Reynolds Stress Model adds 6 equations to be solved together
with the RANS and it thus represents the most resource intensive model im-
mediately after the DNS. On modern computer clusters it can be run with

reasonable simulation times.

= LES: the Large Eddy Simulation is the model where large and small turbulence
eddies are separated and the simulation is solved only by taking into account
the formers while assuming that small eddies will probably have a geometry

independent behavior.
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Even after the introduction of said models, this kind of calculations maintain rel-
atively high requirements, especially in locally dense meshes, therefore high-end
computers are a mandatory requirement. For example, while a 100 seconds sim-
ulation in sufficiently dense 2D meshes of a square reactor can be solved with an
ordinary multi-core CPU in about one week, the same mesh in 3D would require
up to 2 months. It is easy to imagine how long it may take to solve the complex
problem of weather simulations that, in fact, require for the software to be executed

on cluster computers to have a solution in a reasonably short time.

1.4.3 Multiphase flow

The study of models for a multiphase flow originated as an answer for the great
number of industrial applications dealing with more than one phase and because
virtually all industrial applications respond to that definition, such models are of
vital importance to the chemical engineer. Despite the fact that more general ap-
plications have been developed, the “two-phase flow” application is by far the most
used and diffused one. Moreover a broad variety of two-phase flows may establish
in different appliances: liquid-liquid, liquid-gas, liquid-solid and all the other com-
binations of separated and dispersed regimes (Ishii and Hibiki, 2011; Perry et al.,
1999). For this reason, the task of solving this kind of problem with the aid of CFD
is of crucial importance. The two-phase flow problem is solved by adopting either

one of the following approaches:

1. the discrete Dispersed Phase Element (DPE) theory (Rusche, 2002) where the
two phases are treated as completely separated phase with different properties
and different equations and the DPE is tracked as a Lagrangian object. This

is known as an Euler-Lagrange model.

2. the two-fluid model (Hill, 1998) where the two phases are considered perfectly
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Figure 1.4.3: Two-phase flow solver representation: a) Euler-Lagrangian model (discrete
DPE model), b) Euler-Euler model (two-fluids model). Blue vectors indicate the contin-
uous fluid velocity and the red vectors indicate the dispersed phase velocity.
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intepenetrating each other as two simultaneous continuum phases. Each phase
is then weighted out from the combined continuum by using a partition coef-

ficient (usually indicated as a or 7).

A schematic representation of these two models can be seen in Fig. 1.4.3. The
fundamental difference between the two is that, in the first one, the DPE is treated
as a completely separated phase (as in reality) where the Lagrangian form of the
RANS is solved using the DPE properties and the continuous phase is solved in
respect to an inertial axis system (in this case the same used by the mesh). In
Euler-Euler simulations both phases are solved against the same axis system (the
mesh). This can be clearly seen in Fig. 1.4.3a as each velocity vector of the DPE
is centered on the DPE itself while the the continuous phase vectors are centered
in the cell centers. This kind of solution is ideal to separate the phases when mass
transfer or phase transition calculations are needed as the properties of each phase
can be specified separately. As one of the aims for this work was to create a CFD
based method to analyze some fundamental PBR parameters as the mixing time

or the mass transfer capabilities, we decided to focus only on the Euler-Lagrange
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approach even if it represents the most computational intensive solution between

the two.

1.4.3.1 Free surface methodologies.

The main characteristic of the DPE model is represented by the physical separation
between the two fluids which, in the two-fluids method, is only attained with a
partition coefficient. This big difference prompts for a specific resolution algorithm
able to calculate an interface between the fluids (where the discontinuity originates)
and to track it throughout the simulation. Three different kind of algorithms are
known for being able to do this kind of calculation; 1) Surface tracking with the aid
of marker particles, 2) Moving mesh that adapts to the fluid shape and 3) Volume
tracking with the aid of a surface compressing algorithm. In this work, only the last
category of simulation software has been explored by using a solver based on the
Volume of Fluid (VOF) algorithm reported for the first time by Hirt and Nichols in

1981.

1.4.4 Simulation software

Various commercial programs including the algorithms to solve two-phase flow prob-
lems are available; the only problem in these kind of solvers is the closed source na-
ture of the code itself. Many industrial applications rely on them for the scale-up of
numerous plant equipment basically accepting the intrinsic code as an established
standard. On the other hand, the application of CFD in a research environment
prompts for the need to modify the code to add or remove unneeded features which
is something that simply cannot be attained with closed source software. Many
research groups then are involved in the creation of original solvers which may or
may not attain “universal” results, with the limited risk of generating non repeat-

able simulations. To completely avoid to build a new solver from scratch and to
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attain the most general solution possible, we opted for the open source CFD code
called OpenFOAMS3. As reported on the homepage, this software has a wide user
base on a broad array of different scientific branches, from chemical to mechanical
engineering; moreover, being open source, the solvers can be modified to suit one’s
needs without making major changes on the consolidated solvers thus requiring less
additional validation work. A part of this work has been possible only thanks to
this very characteristic together with the author’s stubbornness, while it would be
near to impossible if a commercial code was used.

In the Materials and Methods section, the use of this code for simulation solving
and data processing will be analyzed in depth, however, the technological aspects of
the simulation running, source coding and data analysis scripting have been reported
in Appendices II and III as a sort of “how-to” with the aim of helping in spreading

this excellent software.

1.5 Aim of the work

In this work the vexed question about the effect of light-dark cycles on culture
productivity have been discussed in depth. It has been at least sixty years since the
first inferences about the effects of flashing light on outdoor culture productivity were
formulated and yet, no definitive answer was given to the questions “why” and “how”
said flashing light influences algal cultures. While many other research groups have
tried to explain the flashing light effect through turbulence measures, in this work a
numerical parroach was used to tackle the problem. The final aim of the work was
to find a correlation between the photosynthetic light conversion efficiency increase
and the mixing induced flashing light by using CFD as the connection to allow the

future PBR design experts to rely on a powerful computational tool; a tool that

3Visit the homepage at www.openfoam.org/ for the free downloadable packages
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does not require money and is free to be adapted to any possible PBR geometry.
For this reason an open source CFD software was used to be able to follow the
culture motion inside the reactor and to assess whether a probable mixing induced
flashing light effect could be expected or not. The basic idea was to inject numerical
“particles” in the fluid flow to study their motion in the light gradient. Doing so
it becomes really easy to determine the magnitude of the PFD variation as sensed
by an hypothetic cell moving in the coordinate system integral to the particle itself
(i.e. moving in respect to the rest of the reactor). With this system, a time-PFD
correlation could be calculated for each reactor position allowing for the location of
those reactor regions undergoing a fast swirling motion which could be responsible
for an increase in reactor productivity.

After verifying the feasibility of this approach, all the findings were used to create
a numerical model to predict the effect of mixing induced flashing light on culture
growth. To accomplish this task, two well established PBR geometries, namely the
Bubble Column Reactor (BCR) and the Air-Lift Reactor (ALR) were considered
as a bench test application for the model as they are characterized by the same
overall geometry with just some small changes (the draft tube). It was common
belief that ALR is characterized by a better overall productivity when compared to
an equivalent BCR because of the recurring light-dark phases originated from fluid
revolving around the draft tube. Such an important statement have always remained
in the realm of suppositions, in needs for a rigorous validation to be finally accepted.
Said validation was carried out by means of the new CFD approach with promising
results.

Efforts were also concentrated on the application of the new model on different
PBR configurations, namely two cascade PBRs characterized by different fluid flow
regimes: the standard flat cascade PBR design was used as a control in the compar-

ison with a wavy bottom cascade PBR. In the latter, strong culture recirculation in
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the troughs was correlated to the flashing light effect by means of the aforementioned
CFD model. Simultaneously, effects of mass transfer and light regime on culture pro-
ductivity were investigated to further validate the applicability of the new method
under completely different conditions. This work serves thus as a proof of concept

of an innovative, economic, fast and reliable photobioreactor design approach.
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Materials and Methods
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2.1. STRAINS AND CULTURE CONDITIONS

2.1 Strains and culture conditions

Two different microalgae have been used to test the CFD model against the broad-
est array of microorganisms possible. To achieve such a goal would have required
us to explore thousands of different microorganisms, rendering the study an highly
complex task. We thus aimed for two widely used microalgae to have substantial
literature available for the discussion of our results yet selecting two strains charac-
terized by completely different characteristics. With this decision we tried to attain a
direct comparison between different organisms uncoupling each other’s physical dif-
ferences by using our CFD model to properly design a new photobioreactor (PBR).

The strains used in this work are (see Fig. 2.1.1 for micro-graphs):

= Haematococcus pluvialis

= Chlorella sorokiniana

H. pluvialis is a green alga capable of producing large quantities of the carotenoid

“astaxanthin”, an high added value product (Boussiba and Vonshak, 1991). Unfor-

Cultivation
stage

I .

(a) Haematococcus pluvialis micro-graphs. (b) Chlorella sorokiniana micro-graph
Cultivation stages: 1) Green vegetative cell, 2)
Palmelloid, 3) Red cyst

Figure 2.1.1: Haematococcus and Chlorella micro-graphs. Same magnification for all the
pictures.
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tunately, its characteristic growth rate is reportedly very low. Moreover, H. pluvialis
low resistance to harsh environment changes (temperature, pH, light intensity, etc.)
is well known and documented (Harker et al., 1996). On the contrary, C. sorokiniana
is a fast growing alga able to accumulate more lipids than any other Chlorella sp.
strain (Putri et al., 2011) and is thus on the list of the eligible candidates for a large
scale algae-based oil/biofuel production facility. The higher growth rate is not the
only difference between the two algae: C. sorokiniana is also able to withstand high
shear stress conditions due to its small size, making it perfect for the cultivation
in outdoor PBR where culture recirculation is often achieved by using high head

centrifugal pumps.

With these differences in mind we proceeded to optimize the culture growth in
both strains and in different PBRs while trying to use a CFD model to foresee the
effects of geometry on the culture. The cultivation techniques for each alga are

hereafter described in detail.

2.1.1 Haematococcus pluvialis

The Haematococcus pluvialis strain used in this study was the “ Haematococcus plu-
vialis NIES-144" obtained from the Microbial Culture Collection of the National

Institute for Environmental Studies (Ibaraki, Japan)?.

The same strain is known
under different names such as “Haematococcus lacustris” or “ Haematococcus pluvi-
alis Flotow” but they all seem to represent the same algal strain which is widespread
around the world in temperate climate zones. This particular strain has been iso-

lated in Hokkaido and it is believed to have an optimum cultivation temperature

around 20°C.

4The strain page on NIES web portal can be found here:http://mcc.nies.go.jp/strainList.
do; jsessionid=58810378AA86CD45012C1A519DFE2D7A?strainId=142&strainNumberEn=
NIES-144 (Retrieved April 30, 2014)
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Figure 2.1.2: Slants and plates for the long time preservation of Haematococcus pluvialis
on agarized C' media.

2.1.1.1 Slant and plate storage.

Slant and plates for long term storage of the strain were maintained photoautotroph-
ically on agarized inorganic C' media, incubated at 20 + 0.1°C' (MIR-153, Sanyo,
Japan) as suggested by the culture collection page (Fig. 2.1.2). The composition
of the C' media is shown in Table 1.11 in Appendix I - Cultivation media. Light
was supplied by means of a 18 W cool white fluorescent tube (FL20SS-ECW /18X,
Panasonic, Japan) and the intensity was regulated to 10 pumol - m~2 - s~! by using
white semi-transparent sheets. Being this an inorganic culture media it is indicated
only for long time storage where almost no growth is desired. For short term storage
plates or slants used as a “live” cell stock, 1.2 g - I7' of CH;COONa were added as

a carbon source to support mixotrophic growth.

2.1.1.2 Seeding culture.

The first step in the inoculum scale-up process was the seeding culture. A fully
growing culture of H. pluvialis was concentrated by centrifugation (K-5200, Kubota,

Japan) and resuspended in C' media up to a final concentration of 3.3-10° cells-ml ™!
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to be subdivided in 10 ml aliquots among the storing tubes. Seeding culture was
prepared beforehand and was vertically stored in glass tubes (Fig. 2.1.3) maintained
under the same conditions of slants and plates. No culture older than 1 month have
been used in this study to ensure only the best vital cells were used for the growth

experiments.

2.1.1.3 Inoculum scale-up.

Prior to the inoculation in the full scale PBR the culture was further scaled up in two
steps. First, H. pluvialis cells were grown for four full days in unshaken Erlenmeyer
flasks (Fig. 2.1.4a) on Kobayashi basal medium, an organic media where yeast ex-
tract is supplied to the culture for speeding up the growth (photoeterotrophic condi-
tions). Culture concentration at the end of this step reached 6.5+0.3-10° cells-ml~!.
Medium composition is shown in Table 1.12. The temperature was kept constant

by means of a thermostatic bath (ZL-100, Taitec, Japan) and the light was again

A
i
-
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~

e

1

Figure 2.1.3: H. pluvialis seeding culture
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supplied by means of a 18 W cool white fluorescent tube (FL20SS-ECW /18X, Pana-
sonic, Japan). Light intensity was measured with a quantum photometer (LI-250A,

LI-COR, USA) equipped with a cosine corrected flat probe (LI-190, LI-COR, USA)

and regulated to 70 gmol - m=2 - s,

To achieve sufficient biomass quantities for the cultivation in the big PBR, the
culture underwent a second scale-up step by using a small scale bubble column
reactor (Fig. 2.1.4b) with a working volume of 200 ml (inner diameter 3.6 c¢m)
sparged with a constant flow rate of 100 mi - min~! (RK-1150, Kofloc, Japan) with
a 95:5v/v mixture of CO, enriched air. Culture temperature was left unchanged while
light intensity was increased to 100 pmol - m~2 - s7! and supplied with a circular
fluorescent tube to achieve a more even distribution. The cultivation media used
in this step was the Molina Standard Inorganic Medium (MSIM). These last two

measures were adopted to protect the culture from excessive light stress (by higher

inoculum concentration) and the stress deriving by a sudden medium change in

In Out
36 mm
—>
F N
=
o 3
o 3

(a) (b)

Figure 2.1.4: Inoculum scale up steps: a) Erlenmeyer flask cultivation with Kobayashi
basal medium; b) bubble column cultivation with MSIM medium. In the bubble column
stage the light was evenly distributed on the culture by a circular fluorescent tube around
the PBR.
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the subsequent step. Again, after four full cultivation days the cell concentration

reached 9.1 + 0.6 - 10° cells - ml~!.

2.1.1.4 Main cultivation stage.

The main cultivation stage was carried out in the main PBR, a cylindrical 1 liter
PBR that could be alternatively operated as a Bubble Column Reactor (BCR) or
an Air Lift Reactor (ALR). This reactor, being quite versatile and representing one
of the focal points of the whole investigation, deserves an apposite section and we
will limit this description to the basilar cultivation conditions. See sections 2.3.1

and 2.3.2 for a detailed description of both configurations.

The culture medium used in this step was the MSIM whose composition is re-
ported in detail in Table 1.13 in Appendix I - Cultivation media. Light intensity
and temperature in this stage were kept exactly equal to those in the previous in-
oculum scale-up phase, while pH was kept constant around 7.4 with an automatic
control system (EPC-2000, Eyela, Japan) which controlled the amount of CO, in the
sparging gas mixture. Sparging flow rate was increased to 200 ml-min~' (RK-1150,
Kofloc, Japan) to accommodate for the increased PBR volume. During the growth
stage, H. pluvialis cultures consume enormous amounts of nutrients, especially N
and P which soon become limiting; to avoid the onset of astaxanthin accumulation
nutrients were added back to the culture using the MSIM stock solutions after the

determination of both N and P.

The main goal set for these experiments was the determination of the maximum
growth rate and biomass productivity in correlation with the reactor geometry in
Haematococcus pluvialis cultures and therefore astaxanthin induction and accumu-
lation experiments have not been carried out in this kind of reactor albeit they may

be considered the next step in the PBR optimization.
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2.1.1.5 Experiments on temperature.

To evaluate the feasibility of a large scale Haematococcus cultivation for astaxanthin
production, operation costs have been taken into account by investigating the ef-
fects of temperature on the algal growth. The weight of culture temperature control
devices on the overall plant energy efficiency is quite relevant, we therefore decided
to investigate the best cultivation conditions from an economic perspective. The
experiments were carried out in the small scale 200 ml BCR usually used for inocu-
lum scale up (section 2.1.4) by changing the temperature to 20°C', 23.5°C, 27°C' and
30.5°C by means of a thermostatic bath (ZL-100, Taitec, Japan). The other cultiva-
tion conditions were maintained the same as in Section 2.1.4. For each temperature
condition cells were harvested from the reactors after reaching the maximum achiev-
able culture concentration and resuspended to a 1-10° cells - mi~! concentration
in the nitrogen deficient formulation of the inorganic media (MSIM-N). See the
composition in Table 1.13. The temperatures investigated during the astaxanthin

accumulation (20°C' and 27°C') were chosen keeping in mind that: 1) the optimum

Figure 2.1.5: Astaxanthin induction experimental setup. Three replicates of the experi-
ments where carried out simultaneously in the same thermostatic bath. Picture courtesy
of Dr. Yamada Hiroyuki
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temperature reported for the H. pluvialis NIES 144 strain is 20°C' and 2) a temper-
ature of 27°C seemed to be the proper choice for cost reduction if the reactor was
to be operated year round in the Kobe area. Reactors arrangement is reported in

Fig. 2.1.5.

2.1.2 Chlorella

The Chlorella sorokiniana strain used in this study was kindly provided from the
algal collection of the Istituto per lo Studio degli Ecosistemi (ISE, Florence, Italy)
by Dr. Torzillo Giuseppe. The strain was selected as it is addressed as the most
oleaginous species of the Chlorella family, capable of producing 1.8 times more oil
than C. vulgaris in the same cultivation conditions. Moreover, the higher growth
rate makes it preferable even when compared with other oleaginous algal species
(Putri et al., 2011), making it the ideal candidate for a large scale algae-based oil
plant. The optimal temperature for this strain is reported to be 27°C' and it has
been kept constant throughout the experiments. This temperature has been deemed

ideal for the cultivation in the Kobe area, as already stated in section 2.1.1.5.

2.1.2.1 Slant and plate storage.

C. sorokiniana slant and plates for long term storage were maintained photoau-
totrophically on agarized MSIM media (Table 1.13) with the addition of 1.2 g - ™!
CH3COONa. Slants and plates were conserved in the same incubator used for H.

~1 was supplied with a

pluvialis (Fig. 2.1.2): a light intensity of 10 pumol - m™2 - s
18 W cool white fluorescent tube (FL20SS-ECW /18X, Panasonic, Japan) and the
incubation temperature was kept at 204+0.1°C' (MIR~153, Sanyo, Japan) to ensure a
longer conservation. Chlorella s. is a fast growing specimen and needs frequent ren-

ovation of the agarized supports to maintain an active growth. On the other hand,

the strain is quite sturdy and resistant to outer stresses so that properly maintained
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liquid cultures can be used as long as they remain axenic.

2.1.2.2 Inoculum scale-up.

Inoculum scale-up of C. sorokiniana cultures was carried out with an approach closer
to established algal techniques if compared with what reported in section 2.1.1.3
(Lorenz et al., 2005). Cells were first moved from the plates to 100 ml Erlenmeyer
flasks (working volume 50 ml) and subsequently the volume was further increased
to 100 ml inside 200 ml Erlenmeyer flasks. The temperature in these steps was
kept constant and equal to 27°C' (MIR-153, Sanyo, Japan) and the flask shaken
at 90 rpm in a rotary shaker (Taitec NR-2, Japan). The culture medium used in
this step was the MSIM enriched by the addition of urea at the same concentration
of Trebon medium (Table 1.14). This solution was adopted because urea can be
used by Chlorella simultaneously as a carbon and nitrogen source but the resulting
culture media remains still contamination resistant. Moreover, the medium used in
the cascade PBR is based on urea as the main nutrient and an intermediate step
between two different media can help to lower the sudden environment change.

To efficiently scale up the culture volume in preparation to the 4 liter PBR, two
200 ml BCRs were inoculated from the Erlenmeyer flasks and a constant flow rate
of 100 ml - min~—! (RK-1150, Kofloc, Japan) with a 95:5v/» mixture of CO, enriched
air was supplied while culture temperature was left unchanged and light intensity

2. 571 The culture was carried out for about eight days

increased to 100 pmol - m~
that was the time needed to attain a total chlorophyll concentration (CHL) of 70

mg - 171

2.1.2.3 Main cultivation stage.

The alga was cultivated in an open thin-layer PBR, often referred to as “cascade

photobioreactor” for its resemblance to a natural cascade stream. Chlorella sorokini-
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ana was inoculated in full Trebon medium (Table 1.14) to a final concentration of
7 mg - 17! and the pH was kept constant by the addition of 5 ml - (=% - min~! of
CO, through an aquarium sparging stone placed inside the culture reservoir. Tem-
perature was regulated to 27 + 1°C' by using an aquarium resistor (JET-36 Auto
Heater, JAX corp., Japan) even though heating was only needed during the period

from mid-autumn to the end of the winter.

The cascade PBR had adjustable inclination, flow rate and illumination and
therefore, these cultivation conditions are better described in Section 2.3.3 together

with the PBR itself.

2.2 Analytical Procedures

2.2.1 Biomass concentration

Culture concentration has been determined by two different approaches, the culture
dry weight (DW) and the cell number. The approach based on the DW gives infor-
mation on the total culture productivity while completely fails to address changes
in culture population (cell number). This problem is not relevant in C. sorokiniana
cultures where the cells never change shape or size but is of crucial importance in H.
pluvialis cultivation. In this kind of alga in fact, when growth ceases leaving space
for cyst formation, the number of cells does not increase but each cell gets larger
and larger resulting in an increased DW. We therefore determined both parameters
and, where needed, expressed sensitive data by using the ratio between the two, i.e.

the weight of each single cell.
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2.2.1.1 Dry Weight

Dry weight has been measured by filtering known volumes of culture on pre-weighted
glass membrane filters (Whatman GF/C). The membranes were stored in the oven

at 80°C' overnight and weighted the next day until constant weight.

2.2.1.2 Cell number

The total cell number was measured with a Coulter counter (CDA-500, Sysmex,
Japan). Haematococcus cells were big enough to be counted this way (15~25 pm)
while Chlorella cells were too small and the measurement result was heavily in-
fluenced. We thus proceeded to the determination of a correlation factor between

culture DW and cell number in C. sorokiniana cultures (Section XX).

2.2.2 Chlorophylls and carotenoids

Chlorophylls and total carotenoids have been measured with a spectrophotome-
ter after 90% acetone extraction according to Lichtenthaler (1987). After a first
centrifugation step to remove the culture media (5 min@2300g, K-5200, Kubota,
Japan) the culture was resuspended in Falcon tubes with 1 ml of Acetone 90%v/v
and about 1 ml of glass beads were added. The Falcon tubes were attached to
a dedicated Falcon Vortex and shaken for at least 10 minutes in a subdued light
environment to avoid light degradation of the pigments. Subsequently, the proper
amount of additional Acetone solution was added and the sample was centrifuged
once again. The resulting supernatant was read at wavelengths of 450, 630, 645,663
and 750 vm with a spectrophotometer (Pharmaspec UV-1700, Shimadzu, Japan).
Equations 2.2.1 have been used to calculate the total chlorophyll and carotenoid

concentration.
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CHL, = ((11.64 - (Ag63 — A750)) — (2.16 - (X645 — A750)) + (0.1 (X630 — A750))) - Vioz

sample
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2.2.3 Astaxanthin concentration

Astaxanthin is, strictly speaking, a carotenoid an thus it can be quantified by the
same method used for CHLs and carotenoids. Said method (Lichtenthaler, 1987)
suffers from a problem deriving by the low saturation concentration of the 450 vm
ABS value which seems indeed calibrated for the low concentrations of accessory
pigments present in normal vegetative conditions. Astaxanthin was therefore quan-
tified spectrophotometrically according to Tolasa et al. (2005) but using acetone
instead of n-hexane for the extraction. This change prompted for a new calibration
which is reported in Fig. 2.2.1. The ABS was pretty linear up to 1 even if the last
point is slightly below the interpolating line. We thus decided to set the maximum
acceptable ABS for the samples to be 0.9. Interpolating line is shown in Equation

2.2.2.

[AST] = 3.446 - [ABS] + 2.3 - 10713
(2.2.2)

R* = 0.997

2.2.4 Nitrate concentration

Nitrate concentration was used mainly to maintain H. pluvialis cultures in nitrogen
replete conditions to avoid astaxanthin accumulation. The concentration has been
quantified either spectrophotometrically (Pharmaspec UV-1700, Shimadzu, Japan)
or by using a portable membrane nitrate sensor (twinNOjz B-343, Horiba, Japan),

depending on the amount of culture sample available. This means that culture
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samples from the 1 [ PBR were always tested spectrophotometrically while the
smaller culture aliquots from the 200 BCR reactors were analyzed with the portable
sensor. Furthermore, we also verified that measurements on the same sample made

with both methods shown an acceptable degree of agreement (data not shown).

The spectrophotometric determination was carried out according to Armstrong
(1963). The culture sample was centrifuged to collect the culture media (5 min@2300g¢,
K-5200, Kubota, Japan) and 150 pl were transferred in a 15 ml falcon tube. In the
same tube, 100 pl of 1 M HCIl were added and made up to a 5 ml volume with
distilled water. Sample ABS was read at 220 vm against a distilled water blank and

the concentration calculated by using Equation 2.2.3.

[NO3] = 10.068 - [ABS] — 0.561
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Figure 2.2.1: Calibration line for As- Figure 2.2.2: Calibration line for the
taxanthin extraction in 90% Acetone. determination of nitrate concentration.
Equation 2.2.2. Equation 2.2.3.
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2.2.5 Phosphate concentration

In Chlorella sorokiniana cultures, nitrogen was supplied both in the form of ni-
trates and urea so, due to the lack of a fast non specific determination method, the
phosphate concentration was used a the reference parameter to keep the cultures in
nutrient replete conditions (Doucha and Livansky, 2009). The measurements were
performed according to the procedure described by Eibl and Lands (1969). The
culture supernatant was collected after centrifugation and diluted 100 times with
distilled water. A total of 8.1 ml of the diluted sample were collected in a 15 ml Fal-
con tube and 0.9 ml of ammonium molybdate solution (2.5 g of (NH, ) Mo;O,,-4 H,O
in 100 ml of H,SO, 6 N) were added together with 90 ul of Triton-X solution (1 g of
Triton-X diluted to 100 ml with water). After exactly 20 min from the injection of
the last reagent the ABS of each sample was read at 660 vm against a water blank.
The resulting ABS value was used in Equation 2.2.3 to calculate the concentration

of P in mmol - 7.

Dilution rate

P] = (369.63 - [ABS] — 3. .
[P] = (369.63 - [ABS] -~ 3.0609) - —

-107° (2.2.4)

2.2.6 Oxygen Evolution Rate

The OER was measured to quantify the photosynthetic efficiency of H. pluvialis
under different temperature conditions. The sample collected from an exponentially
growing culture was illuminated by red LED lights with variable intensity and the
resulting OER was measured with an oxygen sensor (OE-8250M, Tda-Dkk, Japan)
whose current transmitted across a 10 k€2 resistor was read on a digital multimeter
(AD7461A, Advantest, Japan) according to Bonaventura and Meyers (1969). The
temperature was kept constant throughout the whole experiment (20°C' and 27°C')

and the calibration of the electrode was carried out against oxygen /nitrogen mixtures
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of known concentration.

2.2.7 Fluid velocity

Fluid velocity in particle tracking experiments was measured through high speed
photography by recording a 240 fps video (EX-FH100, Casio, Japan) of almost
neutrally buoyant alginate beads injected inside the PBR. The beads were 2 mm
in diameter and were realized according to Moreno-Garrido (2008) by injecting the
alginate in the polymerizing Ca®" solution with a syringe needle. High speed videos
have been then exported frame by frame and the speed of each bead have been ana-

lyzed manually through open source image analysis software (ImageJ® and Gimp?).

2.2.8 Conductivity measurements

The conductivity have been used as a reference parameter to quantify the mixing
time in each reactor to differentiate the geometries and to validate simulation results.
To measure the conductivity, a saturated NaCl tracer solution was added in the PBR
and the time course of the solution conductivity was followed with a self-built probe.
The probe was realized out of two aluminum rods (1 c¢cm long) placed 1 cm apart
for a total measuring cell surface of 1.256 cm?. The digital multimeter (AD7461A,
Advantest, Japan) connected to the probe was used for the data logging. The
measuring was carried out by placing the probe 5 mm below the fluid surface in the

exact center of the reactor in the PBR and the computational simulation domain.

®ImageJ home page: http://imagej.nih.gov/ij/
5The Gimp home page: http://www.gimp.org/
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2.3 The photobioreactors

Three different PBRs have been used in this study in an effort to correlate the fluid
dynamics achieved by different geometries with the light conversion efficiency of the

microorganisms. The different PBR geometries adopted were:
= Bubble Column Reactor
= Air-Lift Reactor
= (Cascade Reactor

The first two are well suited for this kind of comparison as they essentially consist
of the same reactor and the operational shift from BCR to ALR is attained just by
inserting a draft tube inside the BCR. The cascade PBR, on the contrary has been
used until today in just one configuration where the channel bottom consisted in
a simple flat plate. In this study a new shape variation for this reactor has been
investigated to verify whether light-dark cycles could be capable of further increasing

this PBR’s productivity.

2.3.1 Bubble Column Reactor

The reactor consisted of a vertical cylindrical glass chamber with an open top and
bottom hosting two metal parts realized in stainless steel. The total vertical length
of the reactor chamber was 43 c¢m and its inner diameter 7.05 cm (Fig. 2.3.1). This
cylindrical vessel also contains the thermostatic jacket where water is recirculated by
a positive head thermostatic bath (Lauda RE206, LAUDA-Brinkmann LP, USA).
The bottom plate hosted the gas sparging nozzles, four holes characterized by an
inner diameter of 1 mm (d,,). The top plate was designed to be able to host various
accessories like the pH probe (405-DPAS Sc-K85/225, Mettler-Toledo, Switzerland),

accessory sampling ports and the exhaust gas outlet. These tree parts were joined
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Figure 2.3.1: Bubble Column Reactor scheme: a) sketch of the main reactor components,
including the draft-tube used in the ALR configuration; b) A picture of the empty BCR
with the cultivation lights set-up and ready for inoculation.

together before autoclaving and assembled permanently with three vertical threaded
studs. The junctions between the glass and the metal components were kept sealed
with o-rings to avoid fluid leakage and to dramatically lower the risk of culture
contamination.

The reactor was used under the cultivation conditions specified in section 2.1.1.4

and the overall experimental setup is schematically represented in Fig. 2.3.2.

2.3.2 Air-Lift Reactor

The Air-Lift reactor consisted in the very same components of the BCR with the
only addition of a draft-tube that needed to be placed concentric to the glass vessel
to achieve the desired configuration. The draft tube was made of glass and had the

dimensions shown in Fig. 2.3.1 that are: height (hpr) 211 mm, outer diameter (dp)
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Sampling port€4—

Exhaust gas outlet

Carbon Dioxide

|
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Air pump

Figure 2.3.2: Bubble Column Reactor arranged for culture growth experiments.

50 mm, inner diameter (d;) 48 mm. The tube was kept in place by four properly
shaped supports that prevented it from tilting or going off-center. Compared with a
basic BCR configuration, this element subdivides the PBR inner volumes into two

separate sections:

= The riser: it represents the zone where the bubbles rise the fluid with their
vertical buoyant motion. This zone can be alternatively referred to as riser or
draft-tube. Culture flowing inside the riser is subjected to the lowest illumina-

tion.

= The downcomer: is the zone where the fluid is forced to lower towards the
bottom of the PBR to maintain liquid continuity. Culture flowing in the
downcomer is subjected to the highest values of PFD resulting in a probably

photosaturated PSII.
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As already explained in section 1.3.1, illumination in PBRs is of crucial importance
and therefore for the design of an optimized PBR, the ratio between the downcomer
area (Apc) and the riser area (Agr) must be object of investigation. With the
factory parameters here reported the ALR was characterized by an 4pc/a, equal to
1.1, which means the speed of the culture in the riser is the same as that in the
downcomer. During the optimization, various values of this ratio were investigated
in the simulation but only the most promising one was constructed, leading to a
modified draft-tube with the same overall length but with a smaller d; =34 mm
(do =3.6 mm) and Apc/ap=3.22. The new draft-tube was made of clear Plexiglas
and was not autoclavable but needed to be adequately sterilized chemically (an

diluted hydrochloride solution was used).

2.3.3 Cascade photobioreactor

The cascade PBR represents an optimum trade-off between open and closed PBRs
with its high productivity and low costs (Doucha and Livansky, 2009). Three differ-
ent kind of reactors have been used in this study: 1) flat bottom cascade, 2) wavy
bottom cascade and 3) small scale model. All these reactors had the same overall
configuration of the typical cascade PBR which has been in use in Trebon (Czech
Republic) since 1963 (Fig. 2.3.3a). This was a new small unit operated during the
work from Masojidek and coworkers (2011). As shown in the picture, the reactor

consisted of four main components:

1. Culture reservoir: the culture is collected in this tank as it overflows from the
reactor itself. This is also the same tank used for overnight culture storage or
during heavy rain days to avoid over-dilution from the rain. The tank volume
must then be bigger than the whole culture volume. The cultivation unit

reported in Fig. 2.3.3a was characterized by a volume of 170~227 liters.
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(a) Flat bottom cascade: 1) culture reservoir; (b) Wavy bottom cascade PBR: the same el-
2) culture thin layer; 3) recirculation pump; ements of the flat bottom reactor are present
4) CO4 supply but not highlighted here.

Figure 2.3.3: The two different arrangements of the cascade PBR

2. Thin layer: this represents the reactor itself where the culture flows over a
series of interconnected glass plates sustained by a stainless steel scaffold. In
the wavy bottomed version of the PBR the glass plates were substituted by a

stainless steel wavy surface to increase the flashing light effect.

3. Recirculation pump: a standard centrifugal pump used to recirculate the pump
from the bottom of the reactor to the to manifold. Algae are extremely sen-
sitive to shear stress and tend to be disrupted by centrifugal pumps (Gudin
and Chaumont, 1991; Jaouen et al., 1999; Leupold et al., 2013), especially on
fragile strains lacking a cell wall. Amongst algae equipped with a sturdy cell
wall, Chlorella proved to be quite resistant and its use have been therefore

investigated.

4. Carbon dioxide supply: the supply system for inorganic carbon to sustain
culture growth. CO, was supplied to the culture through an automatic pH

control system or by hand.

All the three types of reactor were based on this layout but had different dimensions,

mainly because of the fact that they were built separately by three different research
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groups in three different locations (Trebon, Florence and Kobe). Here follows a

detailed description of each reactor dimensions.

2.3.3.1 Flat bottom cascade PBR

The reactor reported in Fig. 2.3.3a was characterized by a 24 m? surface and an
operational culture volume of 180 [ which could be, however, easily variated between
170 and 227 [. The reactor open channel was constituted by 12 glass plates (size
[ xw =2m x 1m ) for a total length of 24 m subdivided in two counter-sloped
sections (slope S, = 0.017) oriented to the south. Culture was distributed at the
top of the PBR by a standard multi-hole manifold (same design in all units) and
between the two sections by an horizontal connecting trough. The culture flow rate
was kept at 0.027 m?® - s7! achieving a constant layer thickness (about 6 mm) and
fluid velocity (U=0.5 m-s~!) throughout the whole reactor. Many stationary waves
appeared in the proximity of the junctions between the plates and the walls which
may contribute to some extent to the increase of the flashing light effect of this

reactor and they have been therefore investigated.

2.3.3.2 Wavy bottom cascade PBR

The wavy bottom cascade PBR can be seen in Fig. 2.3.3b in its installation in the
outdoor area of the ISE-CNR laboratories in Florence (Italy). This is the first wavy
bottom PBR reported in literature (Torzillo et al., 2010) and has been specially
designed by the PBR group of the ISE-CNR to achieve an increased and easily
sustainable flashing light effect on the culture when compared on a flat bottom
cascade. The effect is supposed to derive from the culture recirculation inside the
troughs where a variable light intensity regime that may improve culture productiv-
ity is established.

This cultivation unit was slightly smaller than the one in T7ebon with a total
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(a) Reactor CAD model used as the base of (b) Picture of the PBR after the construc-
the project stage. tion. The project have been slightly variated
to comply with the laboratory layout.

Figure 2.3.4: Small scale model of the cascade PBR.

illuminated surface of 5 m? arranged on a single slope section (size [ x w = 5m x
1m) with an inclination (S,) of 0.0873. The increased slope respect to the flat
bottom PBR was needed to avoid culture sedimentation in the the troughs and was
accounted for in culture speed calculations (see Results and Discussion). The total
culture volume was 125 [ and was kept constant by replacing evaporated water with

deionized water.

2.3.3.3 Small scale model

To validate simulations results without recurring to the big cultivation units (phys-
ically placed in other countries) a small bench scale PBR was constructed in pine-
wood to exactly reproduce the characteristics of the bigger PBRs. The 3D sketch
can be seen together with a picture in Fig. 2.3.4. The total volume of this cultivation
unit could be variated from a minimum of 4 [ to a maximum of 10 [ but an increase
in the total culture volume results in a loss in the S/V ratio of the reator, hence in
the productivity, and we operated the reactor at a fixed 4 [ volume. The slope of
this reactor could be regulated through a bolt-nut system where the height of the

inlet could be set up almost exactly up to Y10t of a mm by using a Vernier caliper.
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Finally, the illuminated path in the sloped section was 70 cm long and 14 ¢m wide
for a total illuminated surface of 0.1 m?; this surface is indeed really small if com-
pared to those of the other units (5 and 24 m?) but we were intrested in establishing
a relationship between the fluid dynamics of the reactor and the productivity and
thus, provided that the channel is wide enough to neglect any border effect, virtually
no difference in the fluid motion is recorded. This probably represents the strongest
benefit for this kind of reactor: it is an almost linearly scalable structure, at least
up to that point where the increased pumping stress does not impact negatively on

the cultivation outcome.

2.4 Computational Fluid Dynamics

2.4.1 Simulation software

The computational fluid dynamics software used in this study was the open source
suite OpenFOAM. This software has a wide user base and a dedicated branch in
the cfd-online forums® which proved to be a rich a lively source of information.
As any open source project, different specialists from different scientific branches
have developed many solutions which can be implemented in the code to make it
suit one’s needs. After intensively using this software four years we realized how
important this kind of support is and strongly encourage the reader to try his first
steps in the CFD word starting from there.

Regarding the solution procedure, all inner workings have been explained in
Appendices IT and III and therefore we report here the needed steps needed on order
to run the simulation properly. This is the flow we followed for each computation

case:

"Visit the homepage at www.openfoam.org/ for the free downloadable packages
8see all OpenFOAM related issue at the address http://www.cfd-online.com/Forums/
openfoam/
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= Mesh_generation: the mesh for each case was created using the blockMesh
software included in the OpenFOAM suite. Mesh size were expressed in meters
and an average size of at least 1 mm x 1 mm was used. For BCR and ALR
simulations, a multi graded mesh was used to better represent the mesh area

around the inlet (at least 0.5mm x 0.5mm).

= Definition of fluid properties: this step was needed to define Phase I and

Phase II properties in the simulation config files. We decided to follow the
standard notation in OpenFOAM where Phase I represents “water” and Phase
IT represents “air”. With this configuration the partition coefficient « indicates

atr when 0 and water when 1.

© Fluid properties (water):

@ Density (pr) = 1000 kg - m™
@ Kinematic viscosity (vr) = 1-107%m? - s7!
@ Surface tension (o) = 0.07N -m™!

© Fluid properties (air):

@ Density (pr) = 1000 kg - m™3

@ Kinematic viscosity (vz) = 1-107%m? - s71

= Boundary conditions definition: boundary conditions are defined to change

inlet velocities and fluid partitioning inside the reactor. Each case was char-
acterized by different boundary conditions therefore we specified them in each

section of the Results and Discussion.

= Simulation run: the used solver was chosen between the stock VOF solver
(interFoam) and the solvers developed by us for the tracer and mass transfer

calculation experiments.
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Simulation were run for a number of timesteps big enough to achieve a stable so-
lution; both ALR/BCR and cascade reactors are characterized by locally transient
fluid flows and thus with the term “stable solution” we indicated that regime where

the time average of the measured fluid properties was reasonably constant.

2.4.2 Visualization software

Data visualization programs are those pieces of software capable of translating the
mesh numerical data to a human-intilligible form where each parameter can be
visualized, calculated and eventually exported. The software we used is the Par-
aview data visualization suite from Kitware? which is the one suggested from the
OpenFOAM developing team. The open source nature of this software was indeed a
powerful addition to our data manipulation software array. Numerous Python script
have been developed and integrated in the Paraview software for data manipulation
and, moreover, each simulation run involved numerous data analysis steps which
in turn made heavy use of such software functions; for this reason, we decided to

explain in deep detail each operation in Appendix III.

2.4.3 Fluid velocity

Fluid velocity is one of the fluid propertied directly calculated from the simulation
results. However, in particle tracking experiments, local fluid velocities along the x
and z axes were calculated for each particle by means of a Python script and the data
saved as a Comma Separated Value (CSV) file. Furthermore, to represent the fluid
streamlines, the fluid velocity field U was integrated with Runge-Kutta 4-5 algorithm

of the Paraview filter “Streamlines” (Filter — Common — Streamlines).

9The software can be downloaded freely from the homepage: http://www.paraview.org/
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2.4.4 Particle Tracking

As already explained in section 1.4.3, the VOF algorithm uses a Lagrangian approach
for the solution of the dispersed phase. However, once the solution was achieved
(from the solver) and saved in the case folder, it was converted in an Eulerian
solution. This means that each cell is characterized by the local fluid properties
expressed as an array originating in the center of the cell itself. This array is time
dependent but the values always represent the properties of the fluid in the cell
volume for a given time frame. It is evident that by using the raw data, no particle
tracking could be ever possible (each particle/cell does not move). To solve this
problem we used an elaborated chain of filters in Paraview to transform some cells
in Lagrangian particles and to follow them during their motion in the reactor!®.
Starting from the case base file (.foam) we added one after the other the filters that
allowed us to convert an Eulerian solution in a Lagrangian one. The toolchain is

represented in Table 1.1.

1. the base case file: Paraview opens this file by default each time is run in a case

directory.

2. Temporal Interpolator: (Filter — Temporal — Temporal Interpolator) the
filter that permits a more coarse subdivision of the case solution. We used
the same time as the simulation timestep to attain the most accurate solution

possible

3. Particle Tracer: (Filter — Alphabetical — Particle Tracer) this is the filter
that actually converts the Eulerian data into Lagrangian data creating one
particle out of each selected cell and following it in each interpolated time step

t. The position for the timestep ¢+ 1 are calculated basing on the fluid velocity

0This method was developed starting from a post on the cfd-online forum
by the user Tislands: http://www.cfd-online.com/Forums/openfoam-paraview/
82036-do-particle-tracking-paraview.html#post283475
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Filter name Source Parameters
1) .foam -
2) Temporal 1 Time step=
Intepolator sim timestep
3) Particle Source=1 Reinjection=
Tracer Input=2  simtime
Mask points=
4000
. Track length=
4) Particle 3 200
Pathlines Step distance=
0.005
IDChannel=
ParticlelD
5) Tube 4 (Pathlines) Radius=0.0005
Type= Sphere
6) Glyph 4 (Particles) Radius=0.05
Scale mode=
Scalar

Table 1.1: Filter chain for the Lagrangian particle tracking in Paraview. The values
reported here may be adjusted to fit a broader spectrum of different cases. A visualization
of the result in a test mesh is also shown alongside the table

and its direction on the previous timestep. In this filter the input and source
elements are different so the case file (1) is defined as the point source domain
while the time interpolator filter (2) is selected for the calculation of the time

variations.

4. Particle Pathlines: (Filter — Alphabetical — Particle Pathlines) for a nice
visualization of each particle, the paprticle itself and the trail were generated
by this filter. Moreover, this filter is the one that allows for the selection of
a limited number of particles (maskpoints) and not the whole number of cells

in the mesh.

5. Tube: (Filter — Alphabetical — Tube) the trail of each particle

6. Glyph: (Filter — Common — Glyph) the sphere representing the particle

itself
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The result of this procedure is a moving set of particles with various “ParticleID”
each followed by its trail, as shown in the picture provided by Table 1.1. To extract
each particle data as a function of time, the subcomponent “particles” in the Particle
Pathlines filter was selected and all the timesteps data was saved with the “Save
Data” command (File Menu — Save Data). The result of this operation was
a folder with one particle file for each time step, containing the values for each
particle. We had therefore to elaborate a Python script to separate each particle
and to save its data as a function of time in a CSV file. The script is reported in

Appendix III.

2.4.5 'Tracer concentration

The interFoam solver was modified to accommodate for an additional chemical
species dissolved in the two-phase system. After this modification the additional
tracer concentration (C') was available in the Paraview interface as a normal sim-
ulation parameter. To save its value either the Plot Over Line filter (Filter —
Data Analysis — Plot Over Line) or the Probe Location filter (Filter — Data Analysis —

Probe Location) were used. Results were saved as usual in a CSV file.

2.4.6 Shear stress

Shear stress has been measured starting from CFD measurements results only and
has been expressed as an average of the shear stress of each cell in the mesh. The

standard formula for shear stress is:
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(2.4.1)

This formula has been coded into Paraview by means of the Python Calculator
filter (Filters — Alphabetical — Pyhton Calculator). First of all, as the flu-
ids are considered isotropic and with time-independent properties, we considered
the viscosity p as constant (not affected by the gradient) and we thus calculated
the product between the local velocities and the viscosity (0.001 = U) and applied
over the result the Gradient of Unstructured Dataset filter (Filter — Alphabet —
Gradient of Unstructured Dataset). As the shear stress is represented by the ten-
sor in Eq. 2.4.1, this filter produces a tensor made by 9 parameters named “Gra-
dients_i” with ¢+ = 0---8. It is well known that the magnitude of a tensor is given

by:

8
IT|| = VT:T = | > T: - T
1=0

so we coded this formula again with the Python calculator to attain the shear stress
magnitude in each cell as a value (and not as a matrix). The Python expression is

too long to be reported here but the basic structure was:

(Gradients 0= Gradients 0+ --- + Gradients 8 » Gradients_8)(1/2)
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2.4.7 Culture layer thickness

In the VOF simulations, the partition coefficient («) is used to identify the liquid
and the gas phase; it is common practice to identify the interface between the two
where a = 0.5. We selected all the cells where this condition was met by using the
contour filter (Filter — Common — Contour) and exported the results in a CSV
file where we proceeded to calculate the average of the z value in each cell. This
average, indicated with s represented the culture thickness in a cascade PBR while
it was obviously not measured in the BCR/ALR experiments where the culture

thickenss cannot even be defined.

2.4.8 Reynolds number

The Reynolds number have been manually calculated for the cascade reactors ac-

cording to the formula:

L-s
i (22)
Re — L+2-s (2.4.2)
1

as explained in depth in Section 3.3.1. To calculate the value by means of CFD,
the same equation was programmed in Paraview with the Python calculator filter

(Filters — Alphabetical — Pyhton Calculator) by using the formula:

alphal = (1000 = abs(Ux)/0.001 = (s/(2* s + 1)))+
(2.4.3)

+(1 — alphal) = (1 = abs(Ux)/0.00001 = (s/(2 = s + 1)))

Please note that Equation 2.4.3 is in represented in the proper Python expression
form and only the value of the film thickness (s) is required as the variable. Moreover,

please note that this gives the average Re in the flow as the fluid velocity composition
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is uses as is in the calculations, meaning that for the cells near the bottom, the U,

is practically zero.

2.4.9 Residence time

The residence time of a cell in the thin layer PBR has been calculated as the ratio
between the abscissa of the examined mesh cell and the fluid velocity as attained

from the simulation itself:

x(t) represents the position reached by the tracer at the time t.

2.4.10 Mass transfer coefficient

Mass transfer coefficient kpa was determined according to two different metodolo-

gies:
1. the gassing out method (Wise, 1951)
2. the Higbie penetration theory (Higbie, 1935)

Both methods have been strictly applied only to numerical simulation data and are
explained in detail in the Equations section (3.4). We decided to use these two kinds
of calculation separately to account for the defference in reactor geometry: in the
flat bottom cascade PBR it is really easy to calculate the kza while it is not so trivial
for the wavy bottom cascade PBR. This problem required us to incorporate a new
equation in the VOF solver to take into account the dissolved CO, to calculate the

kra with the gassing out method.
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3.1 Volume of Fluid equations

A brief description of the inner working characterizing the VOF method (Hirt and
Nichols, 1981) was given in section 1.4.3. We report here in detail the equations
used in this method and their description. The set of three equations needed as a

minimun requirement for a VOF problem to be saturated are:

0
a—f+v¢~p+vzvp=0 (3.1.1)
Op-U _ _
p&t +Vpp-U=-NVp+VuNVU+p-g+ f, (3.1.2)
oo - —
§+U-VQ+VU-04(1—04)=0 (3.1.3)

where:

p  fluid density

¢ sum of fluxes on the mesh cell. The flux on each mesh face is calculated as
the ratio between the incoming fluid flow (m? - s) and the surface of the
cell (m?) and thus ¢ has the same dimensions of a velocity (m - s™1)

©  Diffusion coefficient (a.k.a. mass diffusivity coeflicient)

U  Fluid velocity vector

i Dynamic viscosity

fv  surface tension

«  phase partition coefficient

Equations 3.1.1 and 3.1.2 have been already described in the previous section. The
last equation (Eq. 3.1.3) is known as the indicator equation or alfa equation. To
understand the role of this equation in the VOF scheme we have to first explain how

the variables and the properties are defined in this algorithm.
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W=y, - o+Wg- (1-a)

Figure 3.1.1: Multiphase boundary conditions for the “breaking of a dam” case (Hirt and
Nichols, 1981)

The VOF is just the name of a surface methodology in the broader concept of
the DPE model. In this model, the DPE have to distinguished from the continuous
element by means of some function or equation as the computational domain is
only one and each variable in the domain must have a unique definition. In this
situation how could liquid and gas properties be defined simultaneously in the same
mesh while not physically occupying the same mesh cell? This is accomplished by
defining an additional dimensionless scalar field called phase partition coefficient or
simply phase fraction and indicated by the symbol a. This coefficient is bounded
between 1 and 0 by definition to alternatively describe the two phases. By using
this scalar together with properly designed boundary conditions, one can define the
properties for the liquid and the gas simultaneously and select them by using o as
the weighting coefficient. Let’s take the “breaking of a dam” example in Figure
3.1.1. The boundary conditions are here represented with different colors where red
is the liquid (o = 1) and blue is the gas (o = 0) and a generic variable ¥ (being it

a physical property or an unknown) is defined as:

V=vr-at+ig (1-a)
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The values of 17, and 1 are then defined separately in a configuration file as two
distinct constants. In this configuration, when the VOF solver is initialized, the
values for 1 are calculated in each cell according to this definition obtaining v = ¢,
where a@ = 1 and ¢ = 1) where a = 0 as expected. As shown in the inset, wherever
the value of « lies between the two extremes, the variation between the liquid and
the gas is identified as a “physical” interface. It is common practice to assume that
the interface is located where a = 0.5. The alpha equation was designed with these
constrains in mind as an additional conservation equation with a structure similar
to the mass conservation equation (the first two terms on the left are the same as
in Eq. 3.1.1). The additional term is an artificial surface compression introduced
by Rusche (2002) to attain an interface as narrow as possible. The presence of the
term a(1 — «) ensures that this surface compression is only active in the proximity
of the surface itself (the gradient of a? is used) and it does not interfere with the

calculations in the rest of the computational domain.

3.2 Adding a new equation

A lot of measurements carried out in this work, namely the mixing time calculations
and the kpa determination, required the addition of a third component in the multi-
phase system. While a n-phase VOF solver is available in the OF suite, none of the
available programs were able to take into account the presence of a solute in either
phase of the system. To calculate the mixing time of a reactor, the best practice is
to inject a tracer in the liquid and to follow the time course of its concentration with
a suitable measurements (see Brown et al. 2004 for the basics and Giannelli et al.
2009, Giannelli and Torzillo 2012 and Sanchez Miron et al. 2004 for PBR specific
applications). For this reason, the simulation software must be capable of handling

an additional solute in the system therefore we had to derive by ourselves a new

74



3.2. ADDING A NEW EQUATION

equation for this component starting from the basic conservation equation.

3.2.1 Non-volatile tracer

We wanted a new mass balance equation for a new solute in the system. The mass

conservation equation expressed as a volumetric concentration is:

oC
i + V- C+VDOVC =0 (3.2.1)

As described in the previous section, due to the nature of the VOF model, in the
mesh domain no actual separation exists between the two fluids but just a single
continuum where gas and liquid are separated through the use of the a parameter.
We thus used this definition to introduce the new solute in each phase by defining

its concentration C
C=a-C,+(1—a)-Cs and D=a-D,+(1—a) D¢ (3.2.2)

We imagined it to be NaCl (we just needed a non-volatile solute) by setting its
properties in the simulation but this choice does not affect the calculation at this
stage. We made an important assumption: the jump between the liquid phase
and the gas phase is a diffusion driven phenomenon where convection does not
interfere. This is a perfectly reasonable assumption if the amount of liquid spraying
and sputtering from the surface is negligible. Furthermore we wanted this model to
obey to the diffusion theory from Fick where the tracer flux in the domain can be

expressed as:

hL = @LVCL and fLG = @GVOG (323)

This must satisfy the mass conservation by assuming a constant flux throughout the
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mesh, both in the liquid and the gas phases:

Vipe = VOLVC, = VDeVCs = 0 (3.2.4)

At this point, as the tracer concentration in the gas phase Cg should be equal to

zero we proceeded neglecting that term and then calculating the derivative of C:

vVC =V (Oé : CL) =aV(C, + CVa (325)

To express this concentration in its final form as it appears in the diffusive term of
the conservation equation (Eq. 3.2.1) we multiplied for the diffusion coefficient and

applied again the gradient to attain the divergence of the tracer concentration:

VD(aVCOL + CVa) = aV - D VC, + D VaVCy + O - D - Via + VD CVa
(3.2.6)

This is the definition of the Fick law in the computational domain applied to the

new solute concentration. Let us analyze this equation term-by-term.
= aV® V(C this term is easily recognized as zero by analyzing Eq. 3.2.4.

= 9,;VaV(C According to the distribution theory (Haroun et al., 2010, 2012),

the flux can be defined asVa = —ny, ¢ which means:

@LVCYVCL = —@Lh[/,CJVCL = _h%,G ~ ()

This is only an approximation to simplify the calculations: this equation is
added after the main loop and having to calculate the mixed divergence of

an unknown (C) and an already solved field («) requires another calculation
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round which almost exactly doubles the solution time. Anyway, this is not a
far fetched approximation as in the case of a non-volatile solute the flux at the
interface is almost zero by definition. It is of course identically zero everywhere

else.
= (O - D1 -V*a Once again, Va = —np g and Vng g = 0.

The last term of the equation is the only one that can be considered not null and
represents the equilibrium concentration of the solute between the liquid and the
gas phases. As the solute is non-volatile, this term represents a constrain where
the “outgoing” solute flux is redirected to a zero gas concentration. With this term
compiled in the solver the solute will remain in the liquid phase but without it, the
solution would be entirely calculated with no interface at all, obviously leading to
unrealistic results.

By adding back to the diffusion the convection an the time variation we obtain

the complete mass conservation equation in:

3
(a(; +Vip-C+VDVC = VD, Va (3.2.7)

which is the same conservation equation as that used by Haroun et al. (2010) but
neglecting the phase change. This is the equation that have been included in the
OpenFOAM code as a new solver, under the name of alpha.tracer.interFoam (see

Appendix IV for the instructions to include the new equations in the code).

3.2.2 Volatile solute

The inclusion of this mass conservation equation was required for the determination
of the kra in the cascade PBRs. To measure the mass transfer coefficient between

two phases, the actual phase change have to be modeled and implemented in Open-
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FOAM. This follows exactly the work from Haroun and coworkers (2010). Briefly,
given the same conditions of the previous point, this time the gas concentration can

not be neglected as it represents a part of the solution. We therefore obtain:

VC =aV(CL + (1 - Oé)VCG + (CL - Cg) Va

and calculating the divergence we obtain:

VOVC = aVDVC, +(1—a)VDVC s+ (DVC — DVCs) Va+VD (Cr — Cg) Va

which analyzed term-by-term:

= aVOV(C, =0 - as the flux is isotropic in the liquid phase by definition
= (1 - «a)VOVC s = 0 - for the same reason

= (DVC, —DVCs)Va = 0 - This time there is a phase change and the mass
flux leaving on phase and entering the other must be equal in both phases,

therefore OV, = DVCq

The last term represents the phase transition condition for a volatile solute. Adding

back the other terms of the mass conservation equation we obtain:

oC
g—FVQD'C-i—VQVCZVQ(CL—Cg)VOZ

It is worth noting that in the case of Cs = 0 Equation 3.2.7 is obtained. If the
correlation between the liquid concentration and the gas concentration is known, the
term C, — Cg can be further calculated. In our case we used the Henry correlation
and the final result is:

1-H
a-H+(1-a)

%f+w-c+vz>v0:vz>(

> CVa (3.2.8)
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where H is the Henry constant for the solute (in our case, CO,) which needs to
be included in the properties file. This is the second equation that has been added
in the OpenFOAM code under the name of alpha.tracer.interFoam.phase and was

used to calculate the mass transfer coefficient in the cascade PBRs.

3.2.3 Chemical reaction

Measuring the mass transfer coefficient in a bioreactor is different from the deter-
mination of the same parameter in other standard unitary operations. The main
reason is that inside a bioreactor there is a live organism consuming the species we
want to measure (usually oxygen) invalidating any indirect measurement. The same
thing happens in the PBRs where the CO,, concentration is partly lost through evap-
oration a partly consumed by the culture. The consumption rate is proportional to
the growth rate and the CO, mass balance requires a generative term.

A daily average CO,, consumption rate can be calculated by the daily volumetric
production (biomass based). For Chlorella sp. in a cascade reactor (Doucha and
Livansky, 2006), a daily productivity of about 4000 g - m™3 - d~! was reported.
According to Mandalam and Palsson (1998), 51.4% to 72.6% of Chlorella vulgaris
biomass is made up by carbon, and thus in one day, an average of 2480 g-m ™3 -d !

of carbon (C) are fixated in the biomass.

gc
2480[ ] "
100 Kco, = Lmlede = 1.052 107! [ 290 |
m- - S
3600[—]-24 n
i)

This is the linear loss of carbon dioxide due to culture growth in the x direction
(culture flow direction) per second. It is represented as 100 - K¢p, because this
coefficient is subtracted explicitly from the equation on each time step which is 0.01

seconds and thus it needs to be homogeneous with the rest of the equation. This
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does not represent an extremely elegant solution and we are still investigating how
to include the time dependence in this term during the solution to avoid confusion
and erroneous calculations. The mass conservation equations for a volatile solute in

the presence of microbial growth is the written as:

1
oC 1-H
- . — Kco, - = 2.
o + Vo -C+VDVC CO, 8 VD (a-H—{—(l—a))Cva (3.2.9)

3.3 Equations for open channels

3.3.1 Reynolds number in open channels

The Reynolds number have been calculated for the cascade reactors according to

the standard formula:

Re:pL’Ux'RH
ol

where Ry is the hydraulic radius, measured by the ratio between the flow cross

section (A) and the wetted perimeter (P) (Figure 3.3.1):

A=L-s A L-s

P=L+2-s

where L is the channel width and s the culture layer thickness. With this con-

siderations, the formula used to manually calculate the Reynolds number becomes:

L-s
i ()
Re — L+2s (3.3.1)
L

For the flow of incompressible fluids in open channels, a critical Re value of 1000
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X P~
\ o A s

r L

Figure 3.3.1: Characteristic dimensions of the cascade PBR: X, total lane length; L,
lateral width; s, culture layer thickness; A, flow cross section; P, wetted perimeter.

is given (Janna, 2010), meaning that:

if Re < 1000 = laminar flow
if Re > 1000 = turbulent flow

3.3.2 Laminar flow equation

The laminar flow in an open channel can be calculated by manually solving the bal-
ance of the forces acting on an elementary fluid packet. The base for the calculations
is represented in Fig. 3.3.2 where the forces acting on the fluid packed, Pressure,
gravity and shear stress are indicated. Writing the equilibrium condition along the

X axis we obtain

Zsz—T-dzv-der(T+d7)dx-dy+pgda:-dy~dz~sih0
0P

+P-dy-dz—<P+—-d.r)-dy-dz =0
ox

which can be expressed for volume unit and simplified to obtain

dr

P
7 + pg - sinf — or =0 (3.3.2)

ox
The same can be done along the z axis to obtain:

P
(Z—Z = pg - cost (3.3.3)

The equations 3.3.2 and 3.3.3 when integrated against the boundary conditions (see
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X

Figure 3.3.2: Elementary fluid packet lying on the inclined surface of the cascade PBR.
Only z and z axis are shown while forces acting in the y axis have been neglected. (Picture
adapted from Masojidek et al. (2011))

Janna (2010) for the complete dissertation) yelds the expression of the fluid velocity

for the laminar flow in a tilted flat open channel used in this study.

i % . sinf (3.3.4)

UJ:,ma:L’ =
i

3.3.3 Turbulent flow equation

The equation for the turbulent flow starts from the same hypothesis of the previous
section with the only difference that the shear stress is expressed in this case as a

function of the wet perimeter (like in closed pipes). The expression is:
A :
Tw = pgﬁsmﬁ = pgRysind

where the shear stress can be expressed as a function of a friction factor:

[ pU?

Tw:—.—

4 2
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which combined with the previous equation and solved for the fluid velocity yields:

g
U=+ Ry sinb (3.3.5)

f

This is the so called “Chezy equation” which is the starting point used by Manning to
derive his formula. Manning noticed by thorough experimentation that the friction

factor f was a function of the hydraulic radius:

89 1 e
27 _ (R
7 ~ (Bn)

which he then used to modify the Chezy equation (3.3.5) into his famous equation:

R} . S)

Q=A-U=A- ° (3.3.6)

n

3.4 Mass transfer equations

3.4.1 Gassing out method

The determination of the interphase mass transfer coefficient Kja in a bioreactor is
a complex task as highly dynamic gas equilibria are involved. Usually this kind of
measurement is conducted using the so called “static gassing out method” (Wise,
1951) where a nitrogen scrubbed liquid is sparged with air until constant O, concen-
tration is achieved (Figure 3.4.1). As the mass transfer phenomenon is essentially
dependent on the reactor’s shape and the sparging characteristic, the process can be
applied in the reverse direction (gassing in) obtaining the very same results for the
Kpa (with negative sign), if the same gas is used and the same sparging conditions

can be replicated exactly.

During this kind of determination, the dissolved concentration Cp(t) rises with
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Liquid bulk
concentration
°o°°°° / C®
°0" r'd
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oo &
oo %4

L—— Gas inlet (Cg)

Figure 3.4.1: Schematic representation of the static gassing out method. C7 (¢)=Liquid
bulk concentration, Ca=Gas inlet concentration, C'}=Liquid/Gas equilibrium concentra-
tion (calculated with the Henry’s constant)

the typical saturation curve pattern, where the final achieved concentration is of
course the equilibrium concentration (Cj) of the particular involved gas with its
concentration in the gas phase. The mass transfer equation governing this process

is:

O (t)
dt

= Kp-a-(Cp = CL(1))

where K7, is the mass transfer coefficient, a is the Liquid/Gas interface area and
C} is the equilibrium concentration in the liquid phase. The value can either be
calculated as a function of the gas concentration (using Henry’s law, Cf = H - Cg)
or taken directly from the time plot as the final (almost) constant value where time

variations in liquid concentration are negligible.

The gas dissolution in the liquid (hence its concentration) is limited by the
driving force (C} — Cp(t)), which also explains why the concentration rises steeply
in the first few seconds (high driving force) and then the slope rapidly lowers to
the saturation (low driving force). If we reorganize the equation by separating the

variables:

and then integrate it on the experiment span, we obtain:
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ct=cpure'H C a

L(X)
\% 0

m

Figure 3.4.2: Schematic representation of the static gassing in method applied to the wavy
bottomed PBR. C¢=Equilibrium concentration with pure CO,, C',(z)=concentration as a
function of the linear position, z(¢)=linear position as a function of time. A wavy bottom
cascade is represented but the same principle applies to the flat bottom cascade PBR.

x(t)

Gl dCy(t) '
———— _ —Kp-a-| dt
Jo Cy—Cu(t) " J

In(C; —Cp(t) = —Kp-a-t—InCy (3.4.2)

The integrated formula in Eq. 3.4.2 shows that the logarithm of the driving force
is linear when plotted against time and, more important, that the slope slope of the

function represents the mass transfer coefficient.

In the case of a sloped cascade PBR the principle is exactly the same as that
used in stirred reactors and fermenters with the difference that the concentration
distribution is not a function of time but, conversely a function of the position of
the fluid element along the reactor linear coordinate (Figure 3.4.2). For this reason,
with this kind of system, each portion of the PBR can be considered to be in a
steady state, where its gas concentration stays constant during the overall experi-
ment conditions, provided that no variation in the inlet concentration is recorded.
To measure the mass transfer coefficient in this configuration a change in the way

of data collection must be accounted for.

The gassing out method cannot be applied in this situation as changing the inlet
concentration with time up to saturation will cause a change in the concentration of

each point along the PBR length which will become both time and space dependent.
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In such an assumption, equation 3.4.1 will become a NLPDE that cannot be easily
solved by analytical methods. On the contrary, the gassing in method can be used
by flushing the reactor with CO, saturated water and following the evolution of its
concentration along the reactor x axis. We already seen how in microalgal cultures
we may need to include the CO, consumed by the microorganism; this can be written

with the overall balance:

dCeo,

7t = —K002 + Kra - (CZ,COQ — OL,COQ (t)) (343)

This time dependence has to be calculated as a function of the sampling position
due to the nature of the cascade PBR. The integration of this equation leads to the
same results of the previous case with the only difference that in this case the
presence of microorganisms inside the system has been taken into account through
the generation term. Integrating Eq. 3.4.3 with the generation term will be difficult
but rearranging it as shown by Eq. 3.4.4 will create a linear dependence between two

terms with the slope that, once again, represents a function of the Kpa parameter.

B 1 d0002
a

7 i + Tig,goz> + Constant = Cp, co, (3.4.4)
L

By plotting this equation against simulation results we verified that the generation
term does not affect the solution which can be safely carried out by using Eq. 3.4.2

even in the presence of the growing culture.

3.4.2 Higbie theory

Higbie predicted in 1935 that the local mass transfer coefficient kj, is a square root

function of the time of exposure to the mass exchange:
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/{;L=1.13~\/?

This equation can be easily used to calculate the mass transfer coefficient on the

cascade PBRs when the simulation data is availe. The exposure time is, in fact,
the time required for the fluid to travel a length x with a fluid velocity of U, which

are parameters that can be simply retrieved by the simulation results. We obtain

by = 113 |~
o x(t)

As we are interested in expressing the mass transfer as kpa, multiplying this

therefore:

equation for the specific volumetric area a (the ratio between the exchange area and

the reactor volume) the local kpa values can be calculated:

D £3) X L 1.13 D
ko =113, [+ -a=113-, |+ : - (3.4.5)
7 x(t) o x(t) X-L-s s 7 x(t)

When local velocity data are available, local values for the mass transfer coeffi-

cient can be easily calculated, moreover, in the Higbie model there is no dependence
on the measured concentration but only fluid dynamic parameters are used (U, , s
and x). In this way, the Higbie model was used to validate the kya measurements

carried out with the simulation software.
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4.1 Simulation setup

The setup process for the creation of a functioning case includes three fundamental

steps:
= the mesh generation
= the selection of the discretization schemes
= the selection of proper boundary conditions

Each step is of crucial importance in the sense that, the smaller error at this stage
may lead to a completely unrealistic simulation and one would realize that only after
months of work. For this very reason, a lot of time-consuming testing have been
carried out in the experimental stage but we don’t report it here for brevity. The
mesh cell size was especially complicated as a consequence of the cylindrical nature
of the PBRs used in this section and required an enormous amount of trial and
error even when the proper settings were easily attained by simple mathematical
calculations. Moreover, the highly experimental nature of the simulation software
left us with a good degree of freedom in regard to the selection of the meshing
software. This only added further entropy to the initial set-up “chaotic phase”.
For these very reasons, only the most important, final and functioning settings are

specified hereafter and may be adopted as a good first approach configuration.

4.1.1 Mesh generation
4.1.1.1 3D test run

As a first approach to the problem we attempted to discretize the reactor in the
form of a suitable three dimensional mesh with a good degree of fitness with the

actual geometry. It is common knowledge that the number of cells constituting a
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mesh represents the degree of “fitness” of the mesh itself which directly reflects in
the simulation results. As an ideal condition, an infinite number of cells represents
the best fit, being the discretized form that nearly approaches the continuum. This
is especially true in the case of non-square geometries where curves have to be
approximated by an adequate amount of small squares. The direct solution of such
a domain is clearly impossible due to the extremely high computational cost required
by the multiphase DNS solving algorithms and an optimum mesh size must thus be
investigated.

The reactor geometry has been modeled in this step with the Salome platform!!
and subsequently meshed using Netgen!? to obtain a model consisting of a charac-
teristic number of tetragonal cells depending on the chosen meshing strategy. The
usage of this software suite is not reported in detail as it was only used to create
the first 3D mesh and soon abandoned. We investigated many arrangements of cells
size/cell distribution by varying the software parameters and we ended up with two

meshes:

= Uniform _mesh: The whole mesh has been calculated through the standard
Netgen algorithm refining the result by specifying the mesh finesse and the
maximum cell size. The mesh portion surrounding the inlets was rendered

automatically.

= Composite mesh: The mesh was decomposed in sub-meshes where different
Netgen parameters were imposed to achieve an uniform cell size distribution.
In addition to the inner volume mesh, the PBR outside (the cylinder) the
inlet and the otlet were modeled with secondary meshes (cell size 0.003 m)

obtaining an uniform 0.003 m cell throughout all the reactor volume.

Uhttp://www.salome-platform.org/
2http://www.hpfem. jku.at/netgen/
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(b) Mesh parameters: Max cell size, 0.003 m, Finesse, very fine - Sub-mesh pa-
rameters: Max cell size, 0.003 m, Finesse, very fine (Netgen 2D algo).

Figure 4.1.1: Differences between a uniform mesh (a) and a composite mesh (b)

As depicted in Figure 4.1.1a and 4.1.1b, the mesh around the inlet area (rightmost
end) was exactly the same in both cases while the global cell number grown four folds
(135399 cells against 438548 cells). With these results, we carried out a comparison

simulation run (data not shown) where we were able to verify that:

1. In our case a composite, ultra-fine mesh is required to properly define the

interface between the liquid and the gas.

2. 3D meshes for DNS multiphase solutions are too computational-intensive and
require overly long calculation times: the composite mesh required 1 day for

1 simulation second on a 4 core i7 Intel processor.

3. The presence of a small circular gas nozzle (d,, = 1 mm) requires a multigraded

mesh with a proper size set around the nozzle itself.

As the figures show, even the finest mesh still seems too harsh to properly represent
small bubbles, the size being too big. A maximum size of 0.001 m was probably

necessary but the amount of calculation required by such a mesh was way over the
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Figure 4.1.2: Two dimensional mesh sketch with dimesions (mm). The black lines only
represent fictitious inner divisions in the reactor while colored lines represent the actual
boundaries: red=Walls, blue=Inlet, green=0utlet.

maximum capabilities of our hardware. We therefore abandoned this approach and

carried on these three hardly learned lessons on the next approach.

4.1.1.2 Functioning case

After the numerous failed attempts with 3D meshes we realized that, given the lim-
ited calculation power available, a bi-dimensional domain would be the only feasible
approach to avoid changing the algorithm to a lighter one. We then proceeded to
the transposition of the scheme in Figure 4.1.2 in the native OpenFOAM format,
the blockMesh. The scheme had the very same dimensions of the real PBR: a thin
slice including two nozzles placed in the exact center of the reactor was selected
and converted to the OpenFOAM mesh file as explained in detail in Appendix II.

The dimensions reported in Fig. 4.1.2 are those adopted in the first stage of the
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study (prior to the draft tube optimization) and thus are the same reported in the
Materials and Methods section (2.3.2). Due to the small size of the inlet nozzles, the
mesh was multi-graded allowing for cell sizes that ranged from 0.5 to 1 mm. The
resultant total number of cells was around 22,000, which was a higher cell density
than that used with good results by Horvath et al. (2009). Moreover, given that
the average bubble size was 4 mm, or slightly larger, this cell size was considered
a good trade-off between computation time and simulation resolution and was able
to accurately represent the liquid/gas interface on the bubbles in the liquid domain

by means of the interface capturing algorithm.

4.1.2 Boundary conditions

The boundary conditions represents the physical constrains needed for the solution
of the Navier-Stokes equations and each of the settings in the boundary conditions
files specifically converts in the value of the constants used in the integration steps.
Setting an inlet velocity will result in setting the values for the fluid velocity while
setting the property of the walls results in setting the amount of shear stress the
fluid will undergo in the walls proximity, etc etc.

In our case, the boundaries shown in Fig. 4.1.2 were defined in the solver ac-
cording to the following rules. A set of three variables needing a boundary layer
condition definition were used in the simulation and therefore we report them one

by one hereafter.

= Fluid velocity - U = (U,, U, U.,)

© Inlet:
type fixedValue;
value uniform (0 O 0.0424);

(calculated form the sparging flow rate and the nozzle cross section)
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4.1. SIMULATION SETUP

© Outlet:
type pressurelnletOutletVelocity;

value uniform (0 0 0);

© Walls:
type fixedValue;
value uniform (0 0 0);

(the fluid velocity on the walls is zero by definition)

= Pressure field - p

© Inlet:
type buoyantPressure;
value uniform O;

(the pressure is calculated by the Stevin Law)

© Outlet:
type totalPressure;
p0 uniform 0;
U U,
phi phi;
rho rho;
psi none;
gamma 1;

value uniform 0;

© Walls:
type buoyantPressure;

value uniform O;

— Partition coefficient - alphal
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© Inlet:
type fixedValue;
value uniform O;

(strictly equal to 0, meaning pure gas)

© Outlet:
type inletOutlet;
inletValue uniform O;
value uniform O;

(the interface is left open to mass flowing outward or inward)

© Walls:
type constantAlphaContactAngle;
thetalO O;
limit none;
value uniform O;

(walls with perfect wettability)

© A further initialization of alphal was needed to define the portion of the
PBR containing the liquid. We set liquid up to an height of 25 e¢m (total

volume, 1 1).

The simulations for the BCR and ALR configurations have been carried out always
using these boundary conditions that moreover, where the same in both reactors.
A side note on the calculation of the gas flow velocity at the inlet in the case of a
bi-dimensional mesh. The nozzle system adopted in the ALR and BCR reactors was
a four point discontinuous gas bubbling system; in the case of a completely meshed
PBR, the fluid velocity at each nozzle can be easily calculated but in the case of a
two dimensional mesh the problem of identifying the proper flow rate is not trivial.

As shown in Fig. 4.1.3, the bottom part of the reactor is characterized by a circular
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Figure 4.1.3: Simplified inlet gas velocity calculation

steel plate with four holes, each bubbling one fourth of the total flow rate. It was
easy to calculate the average inlet velocity referred to the total bottom cross section
ad adapt it to the new configuration. In this way, the two dimensional reactor sheet
was sparged with the same amount of air even if it was actually containing the half of
the total sparging capacity of the reactor. This simplification probably created some
problems especially in the ab-initio conditions of the BCR which were completely
off when compared with those reported by Horvath and coworkers (2009). To avoid
this kind of influence, the minimum simulation time adopted was 100 s which was

supposed to be long enough to attain a reasonably stable solution.

4.2 Simulation validation

4.2.1 Fluid regime in the BCR

The results of the fluid flow simulations in the BCR configuration, are presented in
Figure 4.2.1. The results are depicted by means of the fluid velocity distribution
in the whole domain (left half of the reactor) and the distribution of the partition
coefficient (superimposed on the right half). Together with the simulated fluid flow,
the visualization of a dye tracing experiment in the real PBR is presented in Fig.
4.2.1-inset.

The BCR showed the onset of four big swirling flows occupying almost all the

97



4.2. SIMULATION VALIDATION

Fluid velocity (m-s?)
027 020 .10 00010

Figure 4.2.1: Fluid velocity vector distribution in the bubble column reactor. On the right
half of the reactor, the gray-scale map of the partition coefficient « is represented (black
fir the gas, gray for the fluid). Inset: one frame extracted from a high speed video from
dye tracing experiments. The whirling flows are highlighted by the arrows.
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PBR cross section. Each flow was rotating in the opposite direction of the neighbor-
ing ones because of the shear forces exerted by the rising bubbles. The presence of
these whirling structures can be explained by watching at the lateral displacement
of the rising bubbles. By using two characteristic dimensionless numbers typical
for the multiphase flows, E6 (E6tvos number) and M (Morton number) the type of
bubbles which originate in the reactor can be assessed. For this liquid/gas system

the values are:

.d2

Eo = (pr— pg) L Ceutble _ 9 9y (4.2.1)
ag
.4

M = (pr—pe) L — 263107 (4.2.2)
0 pPL

These values are completely geometry-independent being calculated directly from
the fluid properties. The only indirect dependence is hidden in the dp, e parameter
which has been found to be a function of the gas flow rate when the nozzle size is
fixed (Shen, 1994). This is due to the complicate phenomenon of bubble coagula-
tion which affects all the BCRs above a given inlet flow rate. In our case the flow
rate was always kept constant and therefore the calculated values for E6 and M
have been treated as constants. According to Krishna and Van Baten (2001), the
multiphase flow characterized by these two values is the “wobbling bubble”. The
experimental observation of both the simulation and the real reactor shown a good
correspondence with this conclusion. The rising swarm of bubbles was free to move
sideways thanks to the lack of the draft tube and we believe this lateral wide mo-
tion was the responsible for the onset of the whirling flows. Moreover, being the
fluid motion quite chaotic, the rising flow was counterbalanced by an equivalent,
inter-penetrating descending flow which coexisted with the rising one. This random
nature could not be observed by the bare means of fluid velocity vector fields and

it was first observed by a dye tracing empirical observation (Fig. 4.2.1-inset).
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4.2.2 Fluid regime in the ALR

The ALR configuration is presented in Figure 4.2.2 by using the same parameters
reported in the BCR (Fig. 4.2.1). The fluid flow observed in the PBR looks well
represented by the solved equations: a steady rising motion inside the draft tube is
accompanied by a descending flow in the downcomers. This perfectly fits with the
ideal fluid circulation always observed in this kind of reactor and represents a first
qualitative proof of the goodness of the simulation solution. Moreover, as can be
seen from the right half of the reactor, the bubbles (black spots inside the gray fluid)
remained confined inside the draft tube which then limited the lateral motion when
compared to the BCR. Again, the calculated values for E6 and M are the same as
those in the BCR and the swarm of bubbles obtained in these fluids should be of the
“wobbling” type. Due to their strong lateral motion, wobbling bubbles rising inside
the draft tube shown a characteristic S shaped rising pattern. This unfortunately
cannot be visualized by the vectorial fluid velocity distribution in Fig. 4.2.2 due to
the Eulerian simulation of the continuous phase. Nevertheless, by visualizing the
fluid velocity with the “Streamlines” filter in paraview, a proper visualization can
be attained (Figure 4.2.3). Moreover, the effect of this S shaped rising flow could be
seen and even recorded on high speed video during the dye tracing experiments. A
frame is shown in Fig. 4.2.2-inset. The dye was deliberately injected on the left side
of the reactor to visually highlight the fluid segregation happening inside the draft
tube:high speed rising bubble exert a strong drag force on the surrounding fluid when
rising. On the other hand, the fluid set in motion by the bubbles creates a sort of
rising stream following the S shaped bubbles trail. The fluid inside the pockets is set
in rotation by the shear forces but the mass transfer between the two fluid portions
is extremely limited. All these concepts can be seen in Fig. 4.2.2-inset where, in fact,

the dye blackened out all the left side of the reactor without penetrating the small
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Figure 4.2.2: Fluid velocity vector distribution in the air-lift reactor. On the right half
of the reactor, the gray-scale map of the partition coefficient « is represented (black for
the gas, gray for the fluid). Inset: one frame extracted from a high speed video from dye
tracing experiments. Notice the evident entrainment of the clear fluid inside the small
high-frequency whirling flows.
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swirling fluid pockets on the right. This flow is further explained and visualized in
section 4.2.3 when the particle tracking experiments are shown. While the situation
in the downcomer is highly dynamic and the number is always changing, about five
turbulent whirling flows can be identified inside the draft tube (not present in the
downcomers) which lead to think of a strong mixing-induced flashing light effect is

established in this part of the reactor.

Regarding the solution and its qualitative consistency with real fluid motion
inside the reactor, we found that both geometries were pretty well represented by
numerical data. The only point which deserves to be further explained was regarding
the ab-initio conditions: while the ALR calculations were able to initialize with any

special adjustment of the calculations, the BCR needed way more time to converge

Entrain
fluid

Figure 4.2.3: Fluid velocity streamlines in the ALR. The S shaped rising flow is highlighted
in red while the entrained fluid is depicted in blue. Streamlines do not give information
on the actual direction of the particles in the fluid but give a good representation of the
most probable trajectory. For this reason they have not been used for the flashing time
determination.
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to a stable solution. Bubbles entering the simulation domain during the first sec-
onds seemed to struggle in their ascending movement due to the undisturbed (i.e.
stagnant) liquid layers above. Once this fluid “wall” was broken, the simulation
was able to run undisturbed. This behavior is surprisingly not in accordance with
the results shown by Horvath et al. (2009) where ab-initio solutions where almost
perfectly aligned with those attained by a commercial software and the results of
experiments. The parameter responsible for this discrepancy observed in the same
numerical code may be either attributed to: 1) the fluid velocity calculations for
the 2D mesh or 2) the differences between the inlet flow rates. This second option
may be the most influent among the candidates provided that in our case the inlet
velocity was almost 500 times lower (96 - min~' calculated from the superficial
velocity against 0.200 [ - min~'). This represents a big difference in the boundary
conditions with a visible direct impact on simulation results, especially for initial
time configurations. At higher flow rates the swarm of bubbles rising towards the
top can displace the static fluid easily when compared to the feeble bubbles released
by a way lower inlet flow rate. For this reason, especially for BCR simulations, at
least 100 s of calculated time have been recorded before any further calculation took

place.

4.2.3 Particle velocity

After the completion of both simulation calculations, the data has been processed
using the visualization software Paraview to isolate pseudo-particles inside the fluid
domain and to track their motion as a function of time to obtain a visual the trace
of the trajectory along with the fluid velocity in each time step for each particle.
Using this data a comparison with real scale motion patterns can be easily achieved.

As Paraview does not come with a specific filter to carry out particle tracking, a

103



4.2. SIMULATION VALIDATION

T T T

T T
Uz=-0.0692 m-s* Uz=-0.0699 m's’ Uz=-0.0745 m-'s*

0.25 10.25
0.2 10.2
€ N
Z0.15 1015 £
c 3
0.1 {01
0.05 10.05
0 0
0.25 10.25
0.2 10.2
€ ‘e, N
50158, 1015 £
N =] =

0.1

~10.05

002 0 602 5 10 15 20 25 30 35
X(t) (m) Time (s)

Figure 4.2.4: Lagrangian particle tracking in the air-lift reactor (top) and the bubble
column reactor (bottom). The motion along the z direction of various particles is presented
in the right plots while in the right panels, the (z, z) motion inside the reactor is shown.

dedicated work-flow has been created using a series of specific filters which worked
together to create the particles and then follow their movement in the simulation
(see section 2.4.4 for the filter list). The results are shown in Figure 4.2.4. The main
panels (on right), represent the position’s time course of a small swarm of particles,
followed by using the (z, z,t) data attained through the numerical simulation with
Paraview and rearranged by a Python script written by us. The sub-panels on
the left report only the position as a (z,z) function (no time dependence). Data

represented in this way show the trail of each particle in the reactor.
Following the pseudo-particles depicted in Figure 4.2.4, the basic flow charac-
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teristics explained in the previous section can be verified easily. In the ALR the
particles were moving around the draft tube with a regular circulation speed which
was also easily measured, especially inside the downcomers (interpolant lines shown
together with their slope in the plot). The left panel shows instead the behavior of
each particle by means of the real motion trails attained during the calculations; it is
this panel where the peculiar S shaped rising flow is highlighted in a clear intelligible
way and represented the starting point for our innovative flashing light measuring
technique. Comparing this panel for the two different configurations the differences
become even more evident: while the ALR showed a well ordered motion, the BCR
was chaotic and random even if the particles where moving in circles, unfortunately

with a slow speed to be influenced by the mixing induced flashing light effect.

In a somewhat regular fluid flow like that shown by the ALR, the determination
of fluid velocities can be carried out easily inside the real reactor too, without needing
complex equipment (like particle image velocimetry apparatus). We thus measured
the fluid velocity in the downcomers by high speed photography and image analysis
to validate the numerical results. The results of the measurements are shown in
Table 1.2 and the TA experimental setup is reported in Figure 4.2.5. To attain
a significant fluid velocity average, up to six alginate particles with different form
factor and size have been filmed and followed in TA: the results have been compared
with those measured in Figure 4.2.4 to validate them. The average fluid velocity
measured with each method, 0.0725 m - s~! for with IA and 0.0712 m - s~! for the
simulation, were similar and only a 2% deviation was recorded. We thus concluded
that the simulation results were in good agreement with the real fluid velocities in
the real reactor, at least when the ALR configuration was concerned. Moreover, the
self-made Lagrangian particle tracking based on Paraview and Python proved to be
able to supply reliable fluid velocities to be used in the determination of the mixing

induced flashing light efficiency.
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Particle ID U (m-s7)
Experiment | Numerical
1 0.0767 0.0692
2 0.0656 0.0699
3 0.0661 0.0745
4 0.0735 -
5 0.0770 -
6 0.0760 -
Average 0.0725 0.0712

Figure 4.2.5: Frame of the high speed
video used for the determination of the
fluid velocity. Three particles are high-
lighted. The reference measure for IA
can be seen on the left side .

Table 1.2: Velocity data for six alginate
particles compared with numerical cal-
culations

4.2.4 Mixing time

As a more advanced comparison between the simulation result and the PBR data,
we used the mixing time of both configurations measured by means of a numerical
approach (OpenFOAM) and a conductivity measurement in the PBR. The numeri-
cal determination was carried out by injecting a virtual NaCl tracer in the simulation
and by solving the additional mass balance equation added to the interFoam solver
(see section 3.2.1 for the equation). The results were then analyzed according to sec-
tion 2.4.5 and plotted against time. The results for both configurations are shown
in Figure 4.2.6. After the trace injection, an initial lag in the conductivity mea-
surement was recorded. This is a well known phenomenon, called “response time”,
which gives a rough indication of the time needed for the the tracer to reach the
probe. was recorded. Both measuring methods seemed to be in good agreement: in
the BCR the conductivity recorded the first variation after 2 s and the simulation

data started to rise steeply after 3.01 s while in the ALR a perfect superposition
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was attained with a sensing time of 1.85 s. There indeed was a slight difference in
this initial behavior for the BCR, but that can be attributed mainly to the different
measuring system. In fact, after 3.5 s, the conductivity data showed a good agree-
ment with the simulated solution. The plot section between the response time and
the flattening-out section (up to 20 s) showed how OpenFOAM simulation was able
to represent the variations in conductivity, dynamically rising and lowering as a still
non-homogeneous tracer was approaching the probe. On the contrary, the physical
probe data seemed to be somewhat slower and probably a short time-averaged value
was recorded. Nonetheless, both traces overlapped well until the point at which per-
fect mixing (99.5%) was achieved. The mixing time for the BCR was 58.74 s. In
this case, we were able to compare the mixing time attained in our BCR with that
measured by Sanchez Miron et al. (2004) with good results, as a similar inlet velocity
and similar reactor geometries were used. This was an additional validation of both

the simulation and conductivity data.

In the ALR, physical NaCl data seemed to be able to reproduce the initial con-
ductivity rise but the typical ALR’s concentration overshoot (Sanchez Miron et al.,
2004) did not appear in the conductivity experiments. It has been reported how the
tracer injection velocity could affect the mixing time determination (Brown et al.,
2004), it is therefore our opinion that this discrepancy between the conductivity and
the CFD data could be attributed to this phenomenon. The NaCl tracer, in fact, be-
ing injected with a high velocity required for the pulse-response methodology, likely
undergoes a first “jet mixing” phase and it further gets diluted by the surrounding
well mixed region. Fluid behavior attained by jet mixing experiments is well known
for its deviation from the numerical results the almost always overestimate the con-
centration (for a clear example refer to Marek et al. (2006)). This behavior is better
highlighted in the ALR where the tracer “blob” after the injection is entrapped by

the rising flow in the draft tube where, on the contrary, in a BCR the lateral motion
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Figure 4.2.6: Mixing time determination in the air-lift reactor (top) and bubble column
reactor (bottom) represented by means of dimensionless conductivity time variations after
tracer injection. Point data: numerical results from the modified interFoam; Continuous
line: NaCl conductivity.

is prevailing, somewhat diluting this effect. Moreover, the fluid/tracer entrainment
in the swirling pockets in the draft tube can be seen as an additional contribution
to this phenomenon. Nonetheless, for longer time scale variations towards the end
of the experiments, both measured and simulated data overlapped perfectly and al-
lowed us to determine a mixing time for the ALR equal to 95.15 s. The mixing time
for ALRs is strongly correlated to reactor geometry (Chisti et al., 1988) by the means
of numerous parameters (the draft tube to reactor cross-section ratio, the sampling
position, the injection point, etc.), which render this measurement unsuitable for
comparisons between different configurations. Comparing the mixing time achieved

for our configuration and operational conditions with data from Sanchez Miron et al.
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(2004) we verified that the difference between the values was in the order of 10 to

20 s. These differences may be ascribable to the different geometries of the reactors.

It has been proven that, in geometries characterized by high mixing-dependent
fluid entrainment, more than the total mixing time value, the response time could
better fit for mixing efficiency comparisons (Giannelli et al., 2009). In this BCR-
ALR comparison, the ALR proved more responsive to punctual fluid property fluc-
tuations, making it likely more reactive on a light harvesting point of view. A cell
entrained in a vortex subjected to flashing light may be considered an instantaneous
“property fluctuation” which will be better dispersed in the fluid bulk in the ALR
reactor. A better excited cell dispersion entails a better culture replacement in the
swirling flows which ends up in an increased PBR efficiency. It was our aim to prove

this statement by means of local particle tracking measurements.

4.3 Flashing light conversion efficiency

4.3.1 Culture growth

To lay down a model able to predict any flashing light effect on the culture by
means of mathematical calculations, the foundation to be consolidated before any
other is the relationship between the flashing time and the increase in culture Light
Conversion Efficiency (LCE). To achieve this basilar relationship we carried out
growth experiments with H. pluvialis under flashing light conditions. As reported by
Kok (1953) the optimal duty cycle for increased productivity in mixed PBRs is 18%
and we decided to stick to the same pattern. Moreover, the same flashing time (¢)
values were adopted in the growth experiments for direct comparison, namely 3, 6,
30, 60, 100 ms together, of course, with the continuous light con<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>