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As vital transportation carriers in trade, ships have the advantage of stability, economy,
and bulk capacity over airplanes, trucks, and trains. Even though navigation
technology has been developing year by year, ship collision still accounts for a large
percentage of maritime accidents. Their loss and cost due to collisions and other
accidents exceed those of any other mode of transportation. It is very difficult for
officers to ascertain routes that will avoid collisions, especially when multiple ships
travel the same waters.

Ship collision aveidance involves helping ships find routes that will best enable them
to avoid a collision. When more than two ships encounter one another, the procedure
becomes more complex since a shght change in course by one ship might cause a
“butterfly effect” in the whole system. To prevent ship collisions many ways have been
suggested, such as COLREGs, ship domain, fuzzy theory, and genetic algorithm. These
methods work well in one-on-one situations, but are more difficult to apply in
multiple-ship situations.

To support the need to find safe routes for ship travel in crowded waters, I apply the
Distributed Algorithms (DS). The DS does not require a server, which could be came a
bottleneck in the system. The objective of this thesis is to reduce the ship collision risk
1 multiple-ship situations. To do that, I suggest three kinds of DS, such as Distributed
Local Search Algorithm (DLSA), Distributed Tabu Search Algorithm (DTSA) and
Distributed Stochastic Search Algorithm (DSSA). Along with the development of the
Distributed Algorithms, I also suggest a new cost function that considers both safety
and efficiency.

Farst, I introduce the DLSA. The main purpose of DLSA is to reduce collision risk
among multiple ships. DLSA is a distributed algorithm in which multiple ships
communicate with each other within a certain area. DLSA computes a cost based on
the information received from neighboring ships. By exchanging information on, for
example, next-intended courses within a certain area among ships, ships having the
maximum reduction in collision risk change courses simultaneously until all ships
approach a destination without collision. In DLSA, I assume that ships can exchange
information with each other (using a communication device such as the Automatic
Identification System (AIS)) to cooperatively establish routes to avoid collisions. More
specifically, when multiple ships meet, the ship that can reduce collision risk most
significantly has the right to choose its next course. Where there is a tie in the

maximum risk reduction, the one with the highest priority has the right to choose its
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next course. These choices are then relayed to their neighboring ships as their current
courses. Each individual ship computes its collision risk based on the information on
current courses that it receives from the neighboring ships.

Second, I show DTSA to make up for the weak points of DLSA. DLSA works well
empirically, but, 1t is sometimes trapped in Quasi-Local Minimum (QLM) that prevents
a ship from changing course even when at risk of collision. To deal with this issue,
therefore, I developed a new distributed algorithm called the DTSA. DTSA uses a Tabu
Search (TS) to escape from QLM. There are several types of memory, such as
short-term, intermediate‘term and long-term. By using memory to prohibit certain
moves, TS searches for global optimization rather than local optimization. In
short-term memory, the recently selected or visited solutions are put in tabu list.
Therefore, an agent can search new solution 1n spite of worse one. Only a short-term
memory may be enough to solve a given problem in conventional local search methods.
However, the intermediate and long-term memory structures are used for solving more
complex problems. For ship collision avoidance, I use short-term memory structure only.
DTSA enables a ship to search for a new course compulsorily when trapped in QLM, to
allow it to escape. In this way, DTSA enables ships to find shorter paths to their
destinations while avoiding collisions.

Third, I introduce DSSA to compensate the problems of DLSA and DTSA. The
common drawback of DLSA and DTSA are that it takes a relatively large number of
messages for the ships to coordinate their actions. This could be fatal, especially in
cases of emergency, where quick decisions should be made. DSSA enables each ship to
change her next-intended course in a stochastic manner immediately after receiving all
of the intentions from the neighboring ships. It allows each ship to change her
next-intended course in a stochastic manner immediately after receiving all of the
intentions from the neighboring ships.

Forth, I propose new cost function and an improvement. For a course, two things have
to be taken into consideration, namely, Collision Risk (CR) and Relative angle.
Otherwise, a ship will be in a dangerous situation or she will go a long way round. For
each candidate course Therefore, the cost function is made up of two parts, sucl;
collision risk and relative angle.

Finally, to know the performance of DLSA, DTSA, and DSSA, I made experiments in
various situations. For the performance be;ichmark, I computed the sailing distance,
the average cost, the number of exchanged messages. As the result of the experiments,
I categorized the results according to each variable.
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