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Abstract

Cosmological observations indicate the existence of dark matter in the universe. In
spite of a considerable number of experimental efforts for the direct detection of the dark
matter, no experiment has reached a widely agreed discovery. Directional dark matter
searches are sensitive to the direction of the nuclear recoils scattering with dark matter.
The forward-backward asymmetry of the recoil angular distribution, due to the circular
motion of the solar system around the galaxy center, is said to provide strong evidence for
the dark matter detection. NEWAGE (NEw generation WIMP search with an Advanced
Gaseous tracker Experiment) is one of the directional dark matter search experiments.
The low background gaseous tracking detector NEWAGE-0.3b” was developed at Kamioka
Observatory in Japan and a directional dark matter search was conducted from June 2018
to November 2018. We obtained a total exposure of 1.1 kg·days and a directional analysis
was carried out. No significant excess was found and exclusion limits on Spin-Dependent
WIMP-proton cross section with a minimum of 50 pb for 100 GeV/c2 WIMPs at 90%
confidence level was derived. This result marked the best direction-sensitive limit.
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Chapter 1

Introduction

The universe is known to consist of only about 5% ordinary baryonic matter and 70%
of dark energy which accelerates the expansion of the universe. The remaining 25% is
the so-called dark matter expected to be a particle in new physics beyond the Standard
Model. A number of the dark matter candidates have been proposed over the years.
Researches aimed at finding them through direct search experiments which observe the
scatterings of the dark matter and nuclei, and indirect search experiments which observe
the decay and pair annihilation of the dark matter have been carried out. However, the
dark matter has not yet been discovered in any way. It is one of the biggest puzzles of
the modern cosmology and the particle physics.

In this chapter, we discuss the observational evidence of the dark matter (Section 1.1),
its particle nature (Section 1.2) and the WIMP dark matter which is the most promising
candidate (Section 1.3). In addition, the principle of the dark matter search is discussed
and the event rate is calculated in Section 1.4. Its experimental review is described in Sec-
tion 1.5. Finally, the NEWAGE experiment is introduced with its history in Section 1.6.

1.1 Observational evidence of dark matter

In the 1930, Fritz Zwicky claimed that the total mass of the Coma cluster would be a
hundred times larger than that of optically observable stars in the individual galaxies [1].
When it became possible to measure the rotational velocity of spiral galaxies, it was
observed that stars and the hydrogen gas in the galaxy were moving at an almost constant
orbital speed despite the different distance from the center of the galaxy [2]. The rotation
velocity curves for seven galaxies by Rubin’s observation [3] are shown in Figure 1.1.1.
Generally, the rotational velocity 𝑣 at a distance from the center of galaxy 𝑟 follows
Kepler’s law and is expected to decrease in outside the center of the galaxy; the rotation
velocity is expected to be proportion to 1/

√
𝑟. However, the observations showed the

constant-velocity distributions. These Results indicate that the contained mass must
increase with the radius of the galaxy beyond a few kpc from the galactic center. The
total mass is generally considered to be about five times more than the baryon mass which
can be optically observed.
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Figure 1.1.1: Rotation velocity curves for seven galaxies. It can be seen that the rotation
velocity is constant out to large distance from the galaxy center.
Source: Taken from Rubin et al. [3]

The gravitational lensing effect is a phenomenon in which gravitational fields deflect
the light path by a strong gravity source such as an astronomical object. The gravitational
lensing effect can be classified into two types: strong gravitational lensing effects and
weak gravitational lensing effects. In the strong gravitational lensing effect, the influence
of the gravitational source is very strong, and multiple images of a background galaxy are
observed. With the weak gravitational lensing effect, it is only possible to statistically
detect a background galaxy distortion [4]. The gravitational lensing effect enables to
determine the mass distribution and provides that galaxy clusters contain more than five
times as much dark matter as baryons such as hot gases.

The most direct evidence of the dark matter in observations using the gravitational
lensing effect is the observation of colliding galaxy clusters, “Bullet cluster” [5; 6]. Fig-
ure 1.1.2 shows the observation of the bullet cluster IE0657-56 [6]. The most of the mass,
reconstructed the joined weak and strong lensing, is located in individual clusters (the
green contour map) whereas the intensity distribution of the thermal X-ray emission, ob-
served by Chandra, concentrates in the collision region (the gradation map or the blue
cross points). The high temperature plasma gas has the coulomb interaction and cannot
pass through the galaxy cluster without resistance while the dark matter is collisionless.
This observation indicates that the dark matter components of the two clusters can pass
through the galaxy cluster.
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Figure 1.1.2: Observation of the bullet cluster IE0657-56. The green contours show
the distribution of individual clusters from the weak lensing. The gradation map shows
the intensity distribution of thermal X-ray emission. The blue cross points indicate the
location of the center of masses of the plasma clouds.
Source: Taken from D. Clowe et al. [6]

We focus on cosmological scales then one finds that the dark matter played an im-
portant role for the growth of the density fluctuations. In the early universe, the number
density of photons and matters were large enough in a thermal equilibrium. Therefore,
photons and matters exchanged their energy through interactions and photons could not
go straight. As the universe expansion, photons and matters lost energy and also the
number density decreased. When the temperature dropped to around 3000 K, protons
and helium nuclei captured free electrons and matters were not to be in an ionized state
and photons were enabled to go straight. This phenomenon is called “recombination”.
Photons and matters stoped the interaction and the universe was no longer in the ther-
mal equilibrium, while the spectrum of photons remained in the blackbody radiation. The
current temperature of remaining photons is 2.725 K. Since the brightness of the black-
body radiation with 2.725 K is maximum at a wavelength of about 2 mm, a measurement
with microwaves is required. Thus this blackbody radiation is called “Cosmic Microwave
Background (CMB)”.

The COBE satellite was launched in 1989 and observed CMB [7]. The COBE discov-
ered that CMB does not have the same temperature in the whole sky and slightly differs
depending on the direction. This fluctuation indicated that there had already been a
slight inhomogeneity of matters in the early universe. The WMAP satellite was launched
in 2001 in order to observe the fluctuations seen by COBE with more sensitivity [8]. In
recent years, the Planck satellite have observed CMB [9].

The observed temperature distribution of CMB radiation is uniform; the temperature
variation looks the same regardless of the direction. In order to statistically interpret such
a distribution, a two-point correlation function was used. The assumption, which there is
no special position or direction on the celestial sphere, leads to the fact that the two-point
correlation function is only a function of the angle 𝜃 between two directions. The spatial
distribution of the temperature 𝑇 (𝜃, 𝜙) is given as a function of the spherical harmonics
𝑌𝑙𝑚 by

𝑇 (𝜃, 𝜙) =
∞∑

𝑙=0

𝑙∑

𝑚=−𝑙
𝑎𝑙𝑚𝑌𝑙𝑚 (𝜃, 𝜙), (1.1.1)
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1.2 Particle nature of dark matter

Generally, the dark matter is thought to have been generated during the thermal
equilibrium state in the early universe. The relativistic dark matter which preserves the
velocity of the recombination time is called HDM (hot dark matter). If the dark matter
is relativistic, small-scale structures such as galaxies were hard to be formed because
the density fluctuation would have been smeared out. On the other hand, the non-
relativistic dark matter is called CDM (cold dark matter) and could have grown small-scale
density fluctuations, therefore it could have formed small-scale structures. At present, it is
possible to study the structure evolution after the recombination by numerical simulations.
These simulations indicate that the structure formation was hierarchical, meaning that
small structures such as galaxies formed first and larger structures formed later [10]. Since
the observations also strongly favor this scenario, CDM is a favorable candidate.

Non-relativistic and very massive objects, for example planets, brown dwarfs and
primordial black holes, are called MACHOs (Massive Compact Objects). They were
widely searched by using microlensing and were not found to be the main component of
the dark matter because too few of them have been observed [11; 12; 13]. In addition,
baryons cannot be the dark matter due to Big Bang Nuclear synthesis and CMB results.
Thus they do not have strong interaction. Since the dark matter is not observed optically,
they don’t have electromagnetic interaction either. Although the possibility of weak
interaction remains, the coupling to 𝑊± and 𝑍 gauge boson needs to be smaller than
the Standard Model particles, since it has not been found in direct search experiments.
From the observations of galaxy cluster collisions like IE0657-56, the dark matter needs
to be stable and the self-interactions are rather weak. The upper limit of cross section
for self-interaction was calculated by Randall et al . [14] and Bradac et al . [15]. These
constraints are the order of 𝜎s/𝑚𝜒 ≤ 1 cm2/g.

There is no particle satisfying these properties in the Standard Model. Therefore
various candidates of the dark matter were proposed as extensions of the Standard Model.
Three candidates are discussed in the following.

Lightest Supersymmetric Particle: LSP The supersymmetric (SUSY) model intro-
duces particles called super-partners whose spins are only 1/2 different from their Stan-
dard Model counterparts [16]. One of its main motivation was the fact that the radiative
corrections of the Higgs mass is canceled and the scale of the electroweak is naturally
explained. The lightest SUSY particle, called LSP (the lightest supersymmetric particle),
is stable and can be a dark matter candidate. In particular, the super-partners of the
neutral electroweak gauge bosons, the photon and 𝑍0, and of the two neutral Higgs-boson
states or linear combinations of these four states are promising WIMP candidates. They
are called neutralino.

Axion Axion was introduced as a pseudo-scalar boson in order to solve the CP violation
problem of the strong interaction [17]. The axion mass is given in terms of the Peccei-
Quinn energy scale 𝑓𝑎 by 𝑚a ∼ (107 GeV/ 𝑓𝑎)×0.6 eV. Ranges of 10−3 eV < 𝑚𝑎 < 3 eV [18]
and 10−2 eV < 𝑚𝑎 < 0.2 MeV [19; 20] were ruled out by Supernova 1987A and the
evolution of red giants, respectively. A lighter mass region remains as the window for
the cold dark matter. In spite of the light mass, axions are considered to a dark matter
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candidate because they were produced at the phase transition of a vacuum around the
inflation era and were not in the thermal equilibrium with other particles in the early
universe.

Sterile neutrino There are three kinds of neutrinos 𝜈𝑒, 𝜈𝜇 and 𝜈𝜏 in the Standard
Model. The neutrino oscillation was discovered by solar neutrinos, atmospheric neutrinos
and the artificial neutrino beams and verified that neutrinos have finite masses and are
mixed with themselves [21]. These neutrinos cannot constitute a significant part of the
dark matter because they are hot and wash out the density fluctuations observed at
scales of many Mpc. However the fourth neutrino named sterile neutrino is proposed as
the final state of the neutrino mixing in order to explain the result of LSND experiment.
If the mass of the heaviest neutrino state is on the order of the Grand-Unification scale,
the mass of active neutrinos can be in the sub-eV mass scale. This concept is called
“seesaw mechanism”. If the sterile neutrino has a keV mass, it can be the candidate of
the warm dark matter [22]. Although the couplings of the sterile neutrinos are too small
to have been in thermal equilibrium in the early universe, they can be produced through
oscillations with active neutrinos.

1.3 WIMP dark matter

General candidates of the non-baryonic cold dark matter is weakly interacting massive
particles (WIMPs). The interest point of WIMPs is that the appropriate abundance of
dark matter via self-interaction in chemical equilibrium requires a new particle on the
order of 100 GeV mass. Some theories beyond Standard Model of particle physics also
predict new particles with similar masses.

In a general model, the WIMPs are generated by pair annihilation of the Standard
Model particles in the early universe. An important generation process is the one shown
bellow.

𝜒𝜒 ↔ 𝑒+𝑒−, 𝜇+𝜇−, 𝑞𝑞, 𝑊+𝑊−, 𝑍𝑍, 𝐻𝐻, ... (1.3.1)

When the temperature of the universe was sufficiently larger than the WIMP mass (𝑇 ≫
𝑚𝜒), particle-antiparticle annihilations in the plasma had enough energy to generate the
WIMP pairs. In addition, the reverse process also occurs and the annihilation rate is
written by,

Γann = ⟨𝜎ann𝑣⟩𝑛eq, (1.3.2)

where 𝜎ann is the WIMP annihilation cross-section, 𝑣 is the velocity of the WIMPs and
𝑛eq is the number density of the WIMPs in the chemical equilibrium. As the universe
expanded, the temperature of the plasma became less than the mass of the dark matter.
At this time, although the pair creation of WIMPs continued, these particles and antipar-
ticles, sufficient kinetic energy to generate dark matter, were only the higher tail part
of the Boltzmann distribution; the WIMP production decreased exponentially 𝑒−𝑚𝜒/𝑇 .
At the same time, since the expansion of the universe decreased the number density of
the particles, the WIMP production rate decreased in proportion to the number density.
When the production rate fell below the expansion rate of the universe (the mean free
path to create WIMPs was longer than Hubble radius), the WIMP production stoped.
This process is called “freeze-out”. After this, the number density of the WIMPs has
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been approximately constant in a comoving volume. The current amount of WIMPs is
approximately expressed by,

Ω𝜒ℎ
2 ≃ 0.1 ×

(
10−9 GeV−2

⟨𝜎𝑣⟩

)
. (1.3.3)

Typical annihilation cross section is given by

⟨𝜎𝑣⟩ ∼ 𝜋𝛼2

𝑚2
𝜒

. (1.3.4)

In order to explain the observed dark matter density, the WIMP mass should be typically
100 GeV ≤ 𝑚𝜒 ≤ 1000 GeV with the mass scale of the electroweak interaction. These
properties are corresponding to a new particle produced by theories beyond Standard
Model such as the SUSY model.

So far, we discussed the WIMP model from a theoretical point of view. In addition,
the WIMP is a good candidate from the experimental aspect, since we can detect by
using three search methods, direct, indirect and collider searches. Figure 1.3.1 shows the
diagram of these WIMP searches. The direct search seeks for the WIMP-nucleus elastic
scatterings, and is expected to provide the direct evidence of the dark matter. Indirect
searches are to find the evidence of WIMPs by detecting gamma-rays, neutrinos and
anti-particles emitted from the annihilation of WIMPs. The collider experiment aims to
produce WIMPs directly by the collision of accelerated particles. These three methods
are complement to the others and have an advantage to test the WIMP hypothesis. In
this paper, we discuss the direct dark matter search for WIMPs.

𝜒

𝜒

𝑞

𝑞

D
ir

e
c
t 
s
e

a
rc

h

Indirect search

Collider search

Figure 1.3.1: Diagram of the direct, indirect and collider WIMP searches. The symbol of
𝜒 and 𝑞 represent WIMPs and quarks, respectively.

1.4 Principle of direct dark matter search

In the direct dark matter search, recoil nuclei by a scattering of the dark matter in
the Milky Way galaxy halo are observed by a detector on the Earth. Since it is a very
rare event, experiments are performed in underground sites such as Gran Sasso in Italy,
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Sudbury in Canada, and Kamioka in Japan in order to reduce cosmic ray backgrounds.
The nuclear recoil energy is converted into light, heat or charge and detected. Recently,
the mainstream method is to detect more than two of these three signals simultaneously
in order to distinguish electron recoil backgrounds from nuclear recoil events. In addition,
if the reaction position in the detector can be specified, only the volume with less back-
grounds (fiducial volume) can be used for the analysis. Thus the detection sensitivity of
the dark matter depends on the detector design.

In the direct search, the annual modulation and the directional signature were ad-
vocated. The annual modulation is due to the orbital motion of the Earth around the
Sun. On the other hand, the directional signature is due to the circular motion of the
solar system around the galaxy center. The forward-backward asymmetry in recoil angu-
lar distribution enables to distinguish the dark matter signals from isotropic background
signals. Therefore the directional signals is said to provide a smoking gun signature. In
this section, these dark matter signatures are discussed.

In Section 1.4.1, we calculate the expected event rate of the recoil nucleus scattering
with dark matter. In Section 1.4.2, we introduce the WIMP-nucleus cross section which
depends on the particle physics model. In Section 1.4.3, the nuclear form factor which
depends on the nuclear physics is discussed. In Section 1.4.4, the expected energy spec-
trum of the 19F nucleus is calculated. In Section 1.4.5, we describe the annual-modulation
signature. Finally, the directional signature is derived in Section 1.4.6.

1.4.1 Event rate

A target nucleus is elastically scattered off by the dark matter and the recoil energy and
momentum are detected. The expected energy spectrum can be calculated by considering
the motion of the Earth and the dark matter in the galaxy. It is discussed in Refs [23; 24].
The Sun is orbiting the galactic center and traveling toward the constellation Cygnus. If
the WIMP distribution is in the thermal equilibrium, the solar speed and the velocity
dispersion of WIMP are expected to be in the similar magnitude. Hence the WIMP flux
is enhanced in the direction of the solar motion.

We assume that the WIMP velocity distribution has the Standard Halo Model (SHM)
where and isotropic Milky Way (MW) halo is assumed. In this simple model, the veloc-
ity distribution 𝑓gal(𝒗) in the rest frame of the galaxy takes the form of a Maxwellian
distribution,

𝑓gal(𝒗) =



1
𝑁esc (2𝜋𝜎2

𝑣 )3/2
exp

[
− |𝒗 |2
2𝜎2

𝑣

]
, |𝒗 | < 𝑣esc

0 , |𝒗 | > 𝑣esc

(1.4.1)

where 𝑁esc is normalization factor, 𝜎𝑣 is the velocity dispersion and 𝑣esc is the local
escape velocity. In the SHM, the velocity dispersion 𝑣esc is independent of the distance
from the galactic center and related to the local circular velocity 𝑣𝑐, via 𝜎𝑣 = 𝑣𝑐/

√
2.

The canonical value of the local circular velocity 𝑣𝑐 is 220 kms−1 [25]. Since it depends
on the model of the MW halo, it has a significant systematic uncertainty. For instance,
various models of MW halo indicate the local circular velocity from (220 ± 20) km s−1 to
(279 ± 33) km s−1 [26]. Recently the RAVE survey has found the escape velocity to be
𝑣𝑒𝑠𝑐 = 533+54−41 km s−1(90% confidence level) assuming a smooth halo in equilibrium [27].
However the canonical value of 𝑣𝑒𝑠𝑐 = 650 km s−1 is often used in order to compare results
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of various direct detection calculations.
The local WIMP density 𝜌DM is also an important parameter to calculate the nuclear

recoil spectrum. The canonical value 𝜌DM = 0.3 GeV cm−3 is used in most of the direct
detection calculations. The calculation of the local WIMP density also depends on the
halo profile model. Recent analyses leads to the local densities in the range of 𝜌DM =

(0.2 − 0.5) GeV cm−3 [28; 29; 30; 31].
Let us consider an elastic collision between the WIMP and a nucleus (Figure 1.4.1).

The WIMP and nuclear masses are represented by 𝑚𝜒 and 𝑚A, respectively. The WIMP
velocity in the laboratory rest frame is expressed as 𝒗 and the initial velocity of the
nucleus is negligible. The nuclear recoil with momentum 𝒒 and energy 𝐸𝑞 are given by
the non-relativistic expression,

𝑞 = 2𝜇𝑣cos𝜃, (1.4.2)

𝐸𝑞 = 2𝑣2
𝜇2

𝑚A
cos2𝜃, (1.4.3)

where
𝜇 =

𝑚𝜒𝑚A

𝑚𝜒 + 𝑚A
, (1.4.4)

is the WIMP-nucleus reduced mass. The angle between the initial WIMP velocity 𝒗1 and
the direction of the nuclear recoil 𝒒 is denoted by 𝜃.

nucleusWIMP
𝑚"𝒗

𝒒

𝜃

Figure 1.4.1: Scheme of the kinematics of the elastic collision between a WIMP and a
nucleus.

We define the double differential event rate with respect to the nuclear recoil energy
𝐸𝑞 and the nuclear recoil direction 𝒒 as

dR

𝑑𝐸𝑞𝑑Ω𝑞

, (1.4.5)

1The hat symbol indicates a unit vector.
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where Ω𝑞 denotes solid angle around the direction 𝒒. The differential WIMP-nucleus
scattering cross section is written by,

𝑑𝜎

𝑑𝑞2
=

𝜎𝜒−N

4𝜇2𝑣2
𝑆(𝑞), (1.4.6)

where 𝜎𝜒−N is the total scattering cross section of the WIMP-nucleus with a point-like
nucleus, 𝑆(𝑞) = |𝐹 (𝑞) |2 is a nuclear form factor and 𝑑𝑞2 = 2𝑚𝐴𝑑𝐸𝑞. The total scattering
cross section 𝜎𝜒−N depends on the particle physics model and the detail expression is
described in Section 1.4.2. On the other hand, the nuclear form factor 𝑆(𝑞) depends on
the nuclear physics and the the detail expression is described in Section 1.4.3.

The double differential cross section is defined as

𝑑𝜎

𝑑𝑞2𝑑Ω𝑞

. (1.4.7)

Azimuthal symmetry of the scattering around the WIMP arrival direction gives 𝑑Ω𝑞 =

2𝜋𝑑cos𝜃. The relation between cos𝜃 and 𝑞 in Equation 1.4.2 can be imposed through a
Dirac 𝛿 function, 𝛿(cos𝜃 − 𝑞/2𝜇𝑣). Thus

𝑑𝜎

𝑑𝑞2𝑑Ω𝑞

=
𝑑𝜎

𝑑𝑞2
1

2𝜋
𝛿

(
cos𝜃 − 𝑞

2𝜇𝑣

)
=
𝜎𝜒−N𝑆(𝑞)
8𝜋𝜇2𝑣

𝛿(𝒗 · 𝒒 − 𝑣min), (1.4.8)

where

𝑣min =

√
𝐸𝑞𝑚A/2𝜇2, (1.4.9)

is the minimum WIMP velocity required to produce a recoil of energy 𝐸𝑞 in an elastic
scattering.

The flux of WIMPs with velocity 𝑣 in the velocity space element 𝑑3𝑣 is defined as

𝜌DM

𝑚𝜒

𝑣 𝑓 (𝒗)𝑑3𝑣, (1.4.10)

where 𝑓 (𝒗) is the WIMP velocity distribution in the laboratory frame.
Summarizing these equations, the double differential event rate per unit time per unit

target mass is written using the number of nuclei in the detector 𝑁𝐴 as

𝑑𝑅

𝑑𝐸𝑑Ω𝑞

=
𝑁A

𝑚A𝑁A

∫
2𝑚A

𝑑𝜎

𝑑𝑞2𝑑Ω𝑞

𝜌DM

𝑚𝜒

𝑣 𝑓 (𝑣)𝑑3𝑣 =
𝜌DM𝜎𝜒−N𝑆(𝑞)

4𝜋𝑚𝜒𝜇2

∫
𝛿(𝒗·𝒒−𝑣min) 𝑓 (𝑣)𝑑3𝑣.

(1.4.11)
In addition, we introduce the three-dimensional Radon transform of the WIMP velocity
distribution 𝑓 (𝒗) given by

𝑓 (𝑣min, 𝒒) =
∫

𝛿(𝒗 · 𝒒 − 𝑣min) 𝑓 (𝒗)𝑑3𝑣. (1.4.12)

Geometrically, 𝑓 (𝑣min, 𝒒) is the integral of the function 𝑓 (𝒗) on a plane orthogonal to
the direction 𝒒 at a distance 𝑞 from the origin. Especially the radon transform in the
laboratory frame for the truncated Maxwellian WIMP velocity distribution is written
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by [32]

𝑓 (𝑣min, 𝒒) =



1
𝑁esc (2𝜋𝜎2

𝑣 )1/2

{
exp

[
− (𝑣min+𝒒·𝑽lab)2

2𝜎2
𝑣

]
− exp

[
− 𝑣2esc
2𝜎2

𝑣

]}
, 𝑣min + 𝒓 · 𝑽lab < 𝑣esc

0 , 𝑣min + 𝒓 · 𝑽lab > 𝑣esc

(1.4.13)
where 𝑽lab is the velocity of the laboratory with respect to the Galaxy and 𝑁esc is a
normalized factor defined as

𝑁esc = erf

(
𝑣esc√
2𝜎𝑣

)
−
√

2

𝜋

𝑣esc

𝜎𝑣

exp

[
− 𝑣2esc

2𝜎2
𝑣

]
. (1.4.14)

Finally, Equation 1.4.11 can be rewritten as

𝑑𝑅

𝑑𝐸𝑑Ω𝑞

=
𝜌DM𝜎𝜒−N𝑆(𝑞)

4𝜋𝑚𝜒𝜇2
𝑓 (𝑣min, 𝒒). (1.4.15)

The expected event rate is derived by inputs from the total scattering cross section of
the WIMP-nucleus 𝜎𝜒−𝑁 and the nuclear form factor 𝑆(𝑞). Detailed expressions will be
discussed in the following sections.

1.4.2 Cross section

The WIMP-nucleus cross section depends on the particle physics model. The cross
section can be calculated by assuming certain sets of parameters in the MSSM model [16;
33]. The Spin-Independent (SI) cross section is written as

𝜎SI
𝜒−N =

4𝜇2

𝜋
[𝑍 𝑓p + (𝐴 − 𝑍) 𝑓n]2, (1.4.16)

where Z and A are the atomic number and the mass number of a target, respectively.
The 𝑓p and 𝑓n are the WIMP-proton and WIMP-neutron SI coupling constant and often
considered to be equal, with an assumption that scattering on sea quarks dominates. Thus
the SI cross section is written in terms of the WIMP-proton SI cross section 𝜎SI

𝜒−p by,

𝜎SI
𝜒−N = 𝜎SI

𝜒−p
𝜇2

𝜇2𝜒−p
𝐴2. (1.4.17)

Equation 1.4.17 indicates that a heavy target is effective for SI interaction due to the
enhancement of 𝐴2.

The Spin-Dependent (SD) cross section is given by,

𝜎SD
𝜒−N =

32

𝜋
𝐺2

F𝜇
2 𝐽 + 1

𝐽
[𝑎p⟨𝑆p⟩ + 𝑎n⟨𝑆n⟩]2, (1.4.18)

where 𝐺F is the Fermi coupling constant, ⟨𝑆p⟩ and ⟨𝑆n⟩ are the spin content of the proton
and neutron and 𝐽 is the total spin of the nucleus. The 𝑎p and 𝑎n are the WIMP-proton
and -neutron SD coupling constants. The SD interaction can only occur for nuclei with
an odd number of either protons or neutrons. The SD cross section is rewritten in terms
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of the WIMP-proton SD cross section 𝜎SD
𝜒−p by,

𝜎SD
𝜒−N = 𝜎SD

𝜒−p
𝜇2

𝜇2𝜒−𝑝

𝜆2𝐽 (𝐽 + 1)
0.75

. (1.4.19)

The value of 𝜆2𝐽 (𝐽 + 1) depends on the nucleus. The calculated values for various nuclei
are described in Ref [23] and listed in Table 1.4.1. The DM experiments using various
target nuclei are compared with the WIMP-proton (or neutron) cross section 𝜎SI

𝜒−p and

𝜎SD
𝜒−p. It requires model-dependent assumptions or a dedicated framework.

Table 1.4.1: Total spin, the natural abundance, the calculated 𝜆2𝐽 (𝐽+1) and the unpaired
nucleon of various nuclear targets.

Isotope 𝐽 Abundance(%) 𝜆2𝐽 (𝐽 + 1) Unpaired nucleon
1H 1/2 100 0.750 proton
7Li 3/2 92.5 0.244 proton
11B 3/2 80.1 0.112 proton
15N 1/2 0.4 0.087 proton
19F 1/2 100 0.647 proton
23Na 3/2 100 0.041 proton
127I 5/2 100 0.007 proton
133Cs 7/2 100 0.052 proton
3He 1/2 1.0 × 10−4 0.928 neutron
17O 5/2 0.0 0.342 neutron
29Si 1/2 4.7 0.063 neutron
73Ge 9/2 7.8 0.065 neutron
129Xe 1/2 26.4 0.124 neutron
131Xe 3/2 21.2 0.055 neutron
183W 1/2 14.3 0.003 neutron

1.4.3 Nuclear form factor

The nuclear form factor depends on the nuclear physics. It is introduced to account
for the spatial extent of the nuclear. When the de Broglie wavelength ℎ/𝑞 with the
momentum transfer 𝑞 (=

√
2𝑚𝐴𝐸𝑞) is no longer large compared to the nuclear radius, the

effective cross section begins to fall. This effect is strong for a heavy nuclear or a heavy
WIMP. In the first Born (plane wave) approximation, the form factor is given by Fourier
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transformation of the density distribution of the scattering center, 𝜌(𝑟), by [23]

𝐹 (𝑞𝑟n) =

∫
𝜌(𝑟) exp(𝑖q · r)dr

=
4𝜋

𝑞

∫ ∞

0

𝑟 sin(𝑞𝑟)𝜌(𝑟)𝑑𝑟.

In the SI interaction, since WIMP would interact with any of the nucleon, the nuclei
can be approximated as a solid sphere. In this case, the nuclear form factor is written
using the Bessel function 𝑗1(𝑥) = (sin 𝑥 − 𝑥 cos 𝑥)/𝑥2 by

𝐹 (𝑞𝑟n) = 3
𝑗1(𝑞𝑟n)
𝑞𝑟n

exp

(
− (𝑞𝑠)2

2

)
, (1.4.20)

where 𝑟n ≃ 1.14𝐴1/3 fm is an effective nuclear radius and 𝑠 ≃ 0.9 fm is the nuclear skin
thickness.

In the SD interaction, since WIMP would interact with the surplus nucleon, the nuclei
can be approximated as thin shell, and this assumption is called the odd-group model. In
this case, the form factor is written using Bessel function 𝑗0 = sin 𝑥/𝑥 by

𝐹 (𝑞𝑟n) = 𝑗0(𝑞𝑟n), (1.4.21)

where 𝑟n ≃ 1.0𝐴1/3 fm. There are several evaluations of the nuclear form factor such as
the Helm form factor [34] or Hartree-Fock calculations [35], but the differences are small.
The calculated nuclear form factors are shown in Figure 1.4.2.
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(a) Spin-Independent form factors.
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(b) Spin-Dependent form factors.

Figure 1.4.2: Spin-Independent (a) and Spin-Dependent (b) nuclear form factor of several
isotopes as a function of the recoil energy. The red, blue and purple lines show the target
isotopes of 19F, 73Ge and 131Xe, respectively.
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1.4.4 Energy spectrum

The expected energy spectrum of a nucleus is obtained by integrating the solid angle
of Equation 1.4.15. Here we assume the target nucleus as 19F. The Spin-Dependent cross
section 𝜎SD

𝜒−𝑁 is obtained from Equation 1.4.19. The nuclear form factor 𝑆(𝑞) of the Spin-
Dependent interaction is obtained from Equation 1.4.21 and described in Figure 1.4.2b.
We input these parameters into Equation 1.4.15 and obtained the expected energy spec-
trum where the WIMP mass is 50, 100 or 200 GeV/c2 and the WIMP-proton SD cross
section 𝜎SD

𝜒−p is 1 pb. The calculated energy spectra are shown in Figure 1.4.3. When the
dark matter mass is heavier (or the target mass is lighter), the high energy recoil events
increase because of the large momentum transfer.
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Figure 1.4.3: Expected energy spectra for the 19F nucleus. The WIMP mass of 𝑚𝜒 =50,
100 or 200 GeV and the WIMP-proton SD cross section of 𝜎SD

𝜒−𝑝 = 1 pb are assumed.

1.4.5 Direct searches with conventional detectors

The Earth’s velocity 𝑉lab with respect to the galaxy modulates annually because of the
orbital motion around the Sun. Hence the WIMP velocity distribution in the laboratory
frame and the event rate also modulate. This signature is called “annual modulation”.
The velocity of the Earth become maximum in June 2nd and minimum in December
4th. Using the similar method in Section 1.4.4 with 𝑉Jun

lab
and 𝑉Dec

lab
, the expected energy

spectrums of each season were calculated where the target nucleus of 19F, the WIMP-
proton SD cross section of 𝜎SD

𝜒−𝑝 = 1 pb and the WIMP mass of 𝑚𝜒 = 100 GeV are
assumed. The obtained energy spectra are shown in Figure 1.4.4. The order of modulation
is 𝑂 (𝑣orb/𝑣sun) ∼ 5%.

1.4.6 Direct searches with directional detectors

The directional signature is due to the circular motion of the solar system around
the galaxy center. Since the constellation Cygnus is in the forward direction of the solar
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Figure 1.4.4: Difference of the energy spectra between June and December, where the
target is 19F for the SD interaction, 𝑚𝜒 = 100 GeV, and 𝜎SD

𝜒−p = 1 pb

system’s motion, WIMPs would seem to be coming from the direction of the constellation
Cygnus. Hence the nuclear recoil distribution is biased in the opposite direction of the
constellation Cygnus. This dipole signature was first described by Spergel [36], who
indicated that the event rate ratio of the forward to backward direction could be an
order of 10. Moreover since the Cygnus direction is varying per hour and per day in the
laboratory frame, this signature is easily discriminated from environmental backgrounds.

Integrating the azimuth angle of the recoil nucleus, the double differential event rate
of Equation 1.4.15 is rewritten by

𝑑𝑅

𝑑𝐸𝑑 cos 𝜃
=

𝜌DM𝜎𝜒−N𝑆(𝑞)
2𝑚𝜒𝜇2

𝑓 (𝑣min, 𝒒). (1.4.22)

Here we assume that the target nucleus is 19F, the Spin-Dependent cross section is 𝜎SD
𝜒−p =

1 pb and WIMP mass is 𝑚𝜒 = 100 GeV. The cos𝜃-energy distribution is derived by
substituting Equation 1.4.19 and 1.4.21 into Equation 1.4.22. The expected distribution
is shown in Figure 1.4.5. Since a detector has an energy threshold, often we focus on an
certain energy region. We obtained the expected angular distribution in the energy region
of 50 keV ≤ 𝐸 ≤ 60 keV by extracting from Figure 1.4.5. The angular distribution is
shown in Figure 1.4.6a. In the case of not recognizing the head-tail of the nuclear track,
the absolute angular distribution is also calculated and shown in Figure 1.4.6b.

The expected ratio of the forward (0.0 ≤ cos 𝜃 ≤ 0.5) to the backward (0.5 ≤ cos 𝜃 ≤
1.0) is about 4.0. This forward-backward ratio is about 100 times greater than the annual
modulation. Hence the directional signal provides a strong evidence for the dark matter.
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Figure 1.4.5: Expected cos𝜃-energy distribution where the target 19F for the SD interac-
tion, the SD cross section of 𝜎SD

𝜒−p = 1 pb and WIMP mass of 𝑚𝜒 = 100 GeV are assumed.
The 𝜃 is defined as the angle between the direction of the constellation Cygnus and the
nuclear recoil.
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Figure 1.4.6: Angular distributions in energy range of 50 ≤ 𝐸 ≤ 60 keV, where the target
19F for the SD interaction, the SD cross section of 𝜎SD

𝜒−p = 1 pb and WIMP mass of
𝑚𝜒 = 100 GeV are assumed. The 𝜃 is defined as the angle between the direction of the
constellation Cygnus and the nuclear recoil. Two cases where head-tail of nuclear track
can be recognized (a) or not (b) are calculated. Isotropic backgrounds are drawn in same
figure with the black dashed lines.
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1.5 Review of direct search experiments

1.5.1 Annual modulation searches

Experiments aiming at observing annual modulation in the past or present are summa-
rized in Table 1.5.1. Currently, DAMA/LIBRA experiment using NaI scintillator crystal
claims the evidence of the dark matter. An annual modulation in the energy region of
2-6 keV with a total exposure of 2.46 ton·yr was observed with a 12.9 𝜎 confidence level.
The modulation amplitude and the period are (0.0103 ± 0.0008) cpd/kg/keV and (0.999
± 0.001) yr, respectively. However other direct detection searches did not find such signal
claimed DAMA/LIBRA in spite of sufficient sensitivities and set exclusion limits on the
SI dark matter-nucleus cross section. Exclusion limits of SI cross section are shown in
Fig 1.5.1. In order to solve this tension, several experiments with the same target mate-
rial as DAMA/LIBRA, NaI, are planned as COSINE [37] in Yangyang, PICO-LON [38]
in Japan, SABRE [39] in Italy and Australia, and ANAIS [40] in Spain. First result of
COSINE-100 [37] and ANAIS-112 [40; 41] testing an annual modulation did not lead to
either a discovery or a rejection with a sufficient statistical significance.

Table 1.5.1: Direct dark matter search experiments

Experiments Detector Target materials Signals

DAMA/LIBRA(NaI) [42] Solid scintillator NaI light

COSINE [37] Solid scintillator NaI light

PICO-LON [38] Solid scintillator NaI light

SABRE [39] Solid scintillator NaI light

ANAIS [40] Solid scintillator NaI light

SuperCDMS [43; 44] Bolometer Si and Ge phonon and charge

CoGeNT [45] Bolometer Ge phonon and charge

EDELWEISS [46] Bolometer Ge phonon and charge

CRESST [47] Bolometer CaWO4 phonon and light

DEAP-3600 [48] Single-phase liquid scintillator Ar light

DarkSide [49] Dual-phase liquid scintillator Ar light and charge

XMASS [50] Single-phase liquid scintillator Xe light

XENON1T [51] Dual-phase liquid scintillator Xe light and charge

LUX [52] Dual-phase liquid scintillator Xe light and charge

PANDAX-II [53] Dual-phase liquid scintillator Xe light and charge

XENONnT Dual-phase liquid scintillator Xe light and charge

LZ [54] Dual-phase liquid scintillator Xe light and charge

Experiments using a dual-phase liquid xenon detector (LXe), XENON1T [51], LUX [52]
and PANDAX-II [53], obtained the highest sensitivity (Figure 1.5.1). Liquid xenon is good
detection medium for the SI cross section; large atomic number, high density and high
radio purity. In addition, liquid xenon has high stopping power for ambient radiations
and makes a good self shielding. The dual-phase detector detects not only the prompt
scintillation light but also the ionization signal. The ionized electrons drift upwards to
the xenon gas phase above the liquid and a secondary scintillation light is yielded by the
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strong electric field. The ionization signal is obtained as the secondary scintillation signal.
The ratio of the ionization signal and the prompt scintillation signal provides a powerful
electron discrimination. Also the difference of detection time between them provides the
interaction site. These advantages dramatically improved the sensitivities.

In the low mass range below 10 GeV, experiments using bolometers, CRESST [47],
SuperCDMS [43; 44], have shown sensitivities. The deposit energy on the detector is
converted to not only ionization or light but also heat. The heat capacity of a dielectric
crystal is proportional to temperature to the third power 𝑇3 at the low temperature. Thus
the bolometer enables to measure at the smaller energy deposition of a nuclear recoil and
decrease the energy threshold of a detector.

Figure 1.5.1: Upper limits (90% confidence level) of the WIMP-nucleon SI scattering from
CRESST [47], CDMSlite [44], EDELWEISS [46], XENON1T [51], LUX [52], PANDAX-
II [53], DEAP-3600 [48] and PICO-60 [55]. The DAMA/LIBRA claims the existence of
dark matter in the pink shaded region. The orange shaded region shows backgrounds
from the coherent neutrino scattering with a Xe target.

For Spin-Dependent cross section, PICO-60 [55] achieved the highest sensitivity using a
superheated bubble chamber (Figure 1.5.2). The detection medium is fluorine-rich liquids
C3F8;

19F has large 𝜆2𝐽 (𝐽 + 1). The superheated detector can be operated at a condition
where the detector can be insensitive to gamma or beta radiations. A further background
suppression is achieved through the measurement of the bubble’s acoustic emission allow-
ing for discrimination between the fluorine recoil from alpha-ray backgrounds.
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Figure 1.5.2: Upper limits (90% confidence level) of the WIMP-proton SD scattering
from PICO-60 [55], LUX [56], PANDAX-II [57], XENON1T [58], and CDMSlite [59]. The
dashed and dotted line are results from indirect search, SuperK [60] and IceCube [61]. The
DAMA/LIBRA claims the existence of dark matter shown as the pink shaded region [62].

1.5.2 Directional signature searches

Here we review the directional dark matter experiments and current R&D effort.
Results of exclusion limit by directional experiments are summarized in Figure 1.5.3.

DRIFT The DRIFT collaboration is the pioneer of the directional dark matter experi-
ments utilizing the low pressure gas Time Projection Chamber (TPC). The readout device
is constructed by Multi-Wire Proportional Counters (MWPCs) with a readout pitch of
2 mm. A 1 m3 detector was demonstrated at the Boulby mine. They use a gas mixture
of 73% CS2 + 25% CF4 + 2% O2 at 55 mbar. The CS2 molecules capture primary ionized
electrons and form negative ions. The negative ions are transported to the readout plane
instead of the electrons. The negative-ion drift enables to reduce the diffusion effect and
thus develop a large size detector with a long drift distance. In addition, a small compo-
nent of O2 enables to measure the absolute position along the drift direction. The DRIFT
collaboration demonstrated the first background-free operation using this technique and
achieved the sensitivity of 0.28 pb at 100 GeV/c2 without directional information [63].

MIMAC The MIMAC collaboration is developing a matrix of micro-Time Projection
Chambers (𝜇TPC). The detector is base on a Micromegas [64] with strip readouts. The
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gas mixture is 70% CF4+28% CHF3+2% C4H10 at a pressure of 50 mbar which enables a
high gain and the three-dimensional reconstruction of a few keV nuclear recoil tracks. The
prototype detector is operated at Modane underground laboratory with an active volume
of 5.8 L [65]. In the recent R&D the MIMAC collaboration achieved the angular resolution
of 14◦ and 2◦ for the fluorine kinetic energy of 6.3 keV and 26.3 keV, respectively [66].

DMTPC The DMTPC collaboration developed a gaseous detector read by a CCDs.
The gas mixture is 100% CF4 at 40-100 mbar. The DMTPC collaboration demonstrated
the first measurement of the vector track direction utilizing the head-tail recognition. A
10 L prototype detector demonstrated 40◦ recoil angle resolution at 80 keV threshold and
set an exclusion limit as the result of a dark matter search at surface laboratory [67].

NEWSdm The NEWSdm collaboration is developing a nano imaging tracker by using
a novel emulsion technology [68]. The solid detector has an advantage of the large mass.
However since the emulsion detector cannot obtain time information, it always needs to
point in the direction of the constellation Cygnus. Recently, a technical test with a 10 g
emulsion sample was performed in the Laboratori Nazionali del Gran Sasso (LNGS).

Figure 1.5.3: Upper limits (90% confidence level) of the WIMP-proton SD scattering from
DRIFT [63], NEWAGE [69] and DMTPC [67] experiments. The claim of DAMA/LIBRA
is shown as the pink shaded region [62].
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1.6 NEWAGE

NEWAGE (NEw generation WIMP search with an Advanced Gaseous tracker Ex-
periment) is a directional dark matter experiment using a low pressure gas 𝜇TPC. The
direction-sensitive experiment needs to detect the direction of recoil nuclei. Hence a time
projection chamber (TPC) at low pressure gas and a readout device, 𝜇-PIC, which is one
variation of micro pattern gaseous detectors (MPGDs), are used. The gas medium CF4 is
chosen for the dark matter search since fluorine has an advantage of the Spin-Dependent
WIMP-proton scattering.

In 2007, a direction-sensitive dark matter search was performed in a surface labora-
tory [70]. The fiducial volume was 21.5×22×31 cm3 (15 L) with 150 Torr and the exposure
was 0.15 kg·days. In 2010, an underground measurement at Kamioka Observatory was
performed with the NEWAGE-0.3a detector. The fiducial volume was 20 × 25 × 31 cm3

(16 L) with 152 Torr and the exposure was 0.52 kg·days. A 𝜇TPC was then developed
as the NEWAGE-0.3b’ detector in order to enhance the sensitivity. The energy thresh-
old decreased by reducing the gas pressure to 76 Torr. In addition, a gas circulation
system with a cooled charcoal was installed in order to reduce radon backgrounds. In
2015, the underground measurement using the NEWAGE-0.3b’ detector was performed
and the best directional sensitivity was achieved [69]. These results are the only published
limit from a directional experiment which uses the measured direction. However, a cer-
tain amount of radioactivity, which potentially contributed to the background, was later
found inside the 𝜇-PIC. Therefore the surface material of 𝜇-PIC, which is the dominant
background source, was replaced with the less radioactive material. This new developed
low-background 𝜇-PIC was called LA𝜇-PIC [71]. In 2017, the detector at Kamioka Ob-
servatory was upgraded to NEWAGE-0.3b” by installing a LA𝜇-PIC and a directional
dark matter search started. In this thesis, the first physics results using NEWAGE-0.3b”
are reported.
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Chapter 2

Detector

NEWAGE-0.3b” detector was designed for the directional dark matter search and
installed in Kamioka underground laboratory. In this section, we introduce the concept
of NEWAGE experiment, details of the NEWAGE-0.3b” detector and its performance.
In Section 2.1, the principle of the nuclear detection by using 𝜇-TPC is explained and
the NEWAGE-0.3b” structure is introduced. In Section 2.2, the detector components
are introduced. In Section 2.3, the data acquisition system is described. Finally the
detector performance of the nuclear event reconstruction, the energy calibration, the
detection efficiency, the gamma rejection power and the angular resolution is discussed in
Section 2.4

2.1 NEWAGE-0.3b” detector

The NEWAGE-0.3b” detector is a low-pressure gas 𝜇TPC that is comprised of a Low
Alpha-ray emitting 𝜇-PIC (LA𝜇-PIC), a Gas Electron Multiplier (GEM) and a TPC cage.
A schematic concept of the WIMP detection in NEWAGE-0.3b” is shown in Figure 2.1.1.
A WIMP dark matter (purple) induces a nuclear recoil (red) which passes through the
gas volume and ionizes the gas molecules (blue). Ionized electrons drift to the two-
dimensional tracking detector, LA𝜇-PIC, by the uniform electric field and their position
and charge information are measured. The three-dimensional track of charged particle is
reconstructed by two-dimensional track information taken by the LA𝜇-PIC and the arrival
time of ionized electrons in each strips. Also, the deposit energy of charged particle is
reconstructed by charge information taken by the LA𝜇-PIC. The detection volume is 31
× 31 × 41 cm3 (40 L). The photograph of the inside of 𝜇-TPC is shown in Figure 2.1.2.
The detector coordinate is defined in Figure 2.1.3. The photograph of whole system of
the NEWAGE-0.3b” detector is shown in Figure 2.1.4.
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Figure 2.1.3: Schematic image of the 𝜇-TPC and the definition of the detector coordinate.
The red, blue and green lines show the 𝑥, 𝑦 and 𝑧 axis. A 10B glass plate is placed for an
energy calibration.
Source: Taken from K. Nakamura [72].

Figure 2.1.4: Photograph of the whole system of NEWAGE-0.3b” detector in Kamioka
Observatory. The three components of the electronics (power modules and a data acqui-
sition system), the 𝜇TPC and the gas circulation system constitute the whole system.
Source: Taken from K. Nakamura [72].
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drift velocity in CF4 gas is large. The simulated electron drift velocity and diffusion by
MAGBOLTZ [75] are shown in Figures 2.2.3 and 2.2.4, respectively. Low pressure gas
is preferred so that the recoil nucleus has a long track. The simulated track-lengths of
helium, carbon and fluorine nuclei by SRIM [76] are shown in Figure 2.2.5. Therefore
CF4 gas at low pressure is used in NEWAGE-0.3b” detector. The vacuum vessel was
filled with CF4 gas at 76 Torr (0.1 bar). The properties of CF4 gas are summarized in
Table 2.2.2.

Table 2.2.2: Properties of carbon tetrafluoride (CF4) gas.

Molecular weight 88.01 g/mol

Density 3.76 g/L (15◦C, 1 atom)

Melting / Boiling point 89.55 K / 143.35 K

W value 34 eV [77]

Since the deposit energy of the nuclear recoil goes into not only ionization but also
heat, the ionization signal is quenched. It is known as a quenching factor and defined by
the ratio between the energy used for ionization 𝐸ionization and the total energy loss 𝐸total;
𝐹q = 𝐸ionization/𝐸total. The calculated quenching factors of helium, carbon and fluorine
by SRIM are shown in Figure 2.2.6. The measured energy of the nuclear events can be
unfolded to the recoil energy using this quenching factor.
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Figure 2.2.3: Drift Velocity of the elec-
tron in CF4 gas calculated by MAG-
BOLTZ simulation.
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2.2.3 Gas circulation system

The natural radioactive isotopes 238U, 232Th would be contaminated in most of the
material in the detector components such as metal, plastic and glass-fiber. 222Rn and
220Rn in U-chain and Th-chain emanate from the materials into the gas. These radon
nuclei decay in the gas volume and alpha- and beta-rays, potential backgrounds, are
emitted. The number of radon nuclei 𝑁Rn in the vessel is written as

𝑁Rn =
𝑅0

𝜆Rn

(
1 − 𝑒−𝜆Rn𝑡

)
, (2.2.1)

where 𝑅0 is a generation rate of the radon and 𝜆Rn(= ln2/TRn) is the time constant of the
radon life time 𝑇Rn. Since the half life of 220Rn is 55.6 sec, the number of 220Rn reaches
an equilibrium within several minutes. On the other hand, since the half life of 222Rn
is 3.82 days, the number of 222Rn gradually increases with a time constant of several
days. If the gas circulation system could be installed with a material which traps radon
effectively, the number of radon nuclei is rewritten by

𝑁Rn =
𝑅0

𝜆Rn + 𝐹𝑃/𝑉
(
1 − 𝑒(−𝜆Rn+𝐹𝑃/𝑉)𝑡

)
, (2.2.2)

where 𝑉 is the volume of vessel, 𝐹 is the flow rate and 𝑃 is the absorption probability of
the charcoal. Since it takes a lot of time to circulate the gas in the vessel, it is difficult
to reduce 220Rn. Therefore, a material selection is required for a fundamental reduction.
Only 222Rn can be removed using the gas circulation system effectively.

In order to remove radons, we installed a gas circulation system with a cooled charcoal.
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Figure 2.2.7 shows a schematic view of the gas circulation system. The CF4 gas passes
through the charcoal (TSURUMICOAL 2GS) of 100 g and radons in the gas are absorbed.
The circulation pump is a dry scroll pump (XDS5 scroll pump (EDWARDS)). The flow
rate of 1000 ml/min is controlled by a needle valve and monitored by a mass flow meter.
A refrigerator and a heater keep a stable cooling at 230 K.
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Gas Mass Flow Meter

Figure 2.2.7: Schematic view of the gas circulation system of NEWAGE-0.3b”.

2.3 Data acquisition system

The schematic structure of the data acquisition system (DAQ) is shown in Figure 2.3.1.
The anode and cathode signals of the LA𝜇-PIC were processed by an Amplifier-Shaper-
Discriminator (ASD) chip (SONY CXA3653Q) [78]. One chip can process four channels.
The specification is summarized in Table 2.3.1. The 768 cathode signals were grouped
into four channels. Each of these signals was divided into two. One of the divided signals
was attenuated by a factor of three to make a dynamic range of detected energy wider
while the other is directly recorded. Each signal was sent to a 100 MHz flash ADC and
the waveforms were recorded.

The DAQ has two trigger modes. One is a self-trigger mode. In this mode, anode
signals were grouped into 16 channels and any one hit of these signals was used as trigger
(self TRIG in Figure 2.3.1). As the position information, the addresses of all hit strips
are recorded. The time-over-threshold (TOT) which is correlated to the energy deposit
of one strip is also recorded. The self-trigger mode was used for the dark matter search.

The other DAQ is the external-trigger mode. This mode was mainly used for the
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2.4 Performance

In this section, we discuss the performance of the NEWAGE-0.3b” detector. The en-
ergy scale was calibrated using alpha particles generated by a neutron capture reaction of
10B. The drift velocity, the detection efficiency was measured by irradiating with neutrons
from a 252Cf fission source. In addition, the gamma rejection power is measured by using
a 137Cs source.

First, we describe the event reconstruction in Section 2.4.1. Here some parameters
which enable to remove background events are defined. In Section 2.4.2, we introduce
the method of the energy calibration. In Section 2.4.3, we discuss how to measure the
drift velocity which is needed to determine the relative 𝑧 coordinate. In Section 2.4.4, we
introduce the event selection. Accordingly, the detection efficiency of the nuclear recoil
events and the gamma rejection power are discussed in Section 2.4.5, 2.4.6 and 2.4.7.
Finally, the angular resolution is discussed in Section 2.4.8.

2.4.1 Event reconstruction

As mentioned in the previous section, information in the self-trigger mode is strip-
addresses of anode and cathode, TOTs of hit strips, and waveforms which are grouped
down to 4 channels of cathode. The energy, the track-length and the direction are re-
constructed from these information. Some more effective parameters for removing back-
grounds are also calculated.

Figure 2.4.1 shows an event sample measured with a 252Cf fission source. The energy
is calculated using obtained waveforms by a 100 MHz flash ADC. After the pedestal was
estimated from the first 100 clock, the peak position was searched. The integrated value
in the time range over the threshold SADC (blue area in the top pannel) corresponds to
the charge deposit. The SADC is converted to the electron equivalent energy by an energy
calibration described in Section 2.4.2. Also TOT is correlated to the deposit energy on
each strip. Total amount of TOTs is defined as TOT-sum (total number of gray squares
in the bottom pannels).

The TOT includes the rising time Trise (red squares in the bottom pannels) and the
falling time Tfall (black squares in the bottom panels) information. The position of 𝑧𝑥
and 𝑧𝑦 in each plane is obtained by multiplying T

𝑥,𝑦

rise
by the drift velocity. The method

of determining the drift velocity will be discussed in Section 2.4.3. The coordinates of
(𝑥, 𝑧𝑥) and (𝑦, 𝑧𝑦) have track-shape information. They are fitted by linear functions (red
dotted lines in the bottom panels) and the direction and track-length are obtained.

A parameter describing the shape of a track, roundness, is defined as,

roundness𝑥 =

∑𝑁𝑥 (𝑧𝑥 − 𝑎𝑥𝑥 − 𝑏𝑥)2
𝑁𝑥

, (2.4.1)

roundness𝑦 =

∑𝑁𝑦 (𝑧𝑦 − 𝑎𝑦𝑦 − 𝑏𝑦)2

𝑁𝑦

, (2.4.2)

roundness = min(roundness𝑥 , roundness𝑦) (2.4.3)

where 𝑁𝑥 and 𝑁𝑦 are the numbers of hits of 𝑥 and 𝑦 strips, respectively. Values of
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(𝑎𝑥 , 𝑏𝑥) and (𝑎𝑦, 𝑏𝑦) are best-fit parameters fitting (𝑥, 𝑧𝑥) and (𝑦, 𝑧𝑦) with a linear function,
respectively.
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Figure 2.4.1: Obtained event sample with a 252Cf fission source. The upper figure shows
the waveforms of cathode signal, which are grouped down to 4 channels, recorded with a
100 MHz flash ADC. The blue shaded area indicates the calculated SADC as the charge
deposit. The lower left (right) figure shows the anode (cathode) TOT information. The
red and black squares show rising time and falling time, respectively. The red dotted lines
indicate fitted linear functions. The total number of gray squares is defined as TOT-sum.
In this event case, the energy is reconstructed as 160 keV. The TOT-sum and roundness
are 251 and 0.078, respectively.

2.4.2 Energy calibration

The energy calibration was performed with a glass plate of a 10B layer installed at
a position of (−5,−12, 0) cm. The size of the 10B layer was 2 × 2 cm and the designed
thickness was 0.6 𝜇m. The photograph of the glass plate is shown in Figure 2.4.2. The
detector was irradiated with neutrons from a 252Cf fission source placed outside of the
vessel and the neutrons were thermalized by polyethylene blocks. Thermal neutrons were
captured by 10B and alpha particles were emitted. The reactions are written as

10B + n →4 He +7 Li + 2.79 MeV(6%) , (2.4.4)

10B + n →4 He +7 Li + 2.31 MeV + 𝛾(0.48 MeV) (94%) . (2.4.5)
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Figure 2.4.3: Two-dimensional image of the calibration run. The high radiation intensity
of alpha particles generated by the thermal neutron capture can be seen at the glass plate
of (−5,−12, 0) cm.
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Figure 2.4.4: The energy spectrum of alpha particles emitted by the thermal neutron
capture of 10B. The solid and dotted lines are the measurement data and the fitted
simulation data, respectively.

High energy (>2 MeV) spectrum was used to check the energy linearity. The measured
spectrum above 2 MeV is shown in Figure 2.4.5. Radon background events which make
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peak around 6 MeV were used. The detector materials contain some amount of 238U and
232Th. The radioactive noble gas 222Rn and 220Rn are generated in the 238U and 232Th
decay series, respectively. 220Rn generates alpha particles with energy of 6.05 MeV,
6.29 MeV, 6.78 MeV and 8.79 MeV. 222Rn also generates alpha particles with energy of
5.49 MeV, 6.00 MeV and 7.69 MeV. We simulated the spectrum of radon in the fiducial
volume by a Geant4 simulation. Simulated spectrums of 220Rn and 222Rn are shown
in Figures 2.4.6 and 2.4.7, respectively. Both spectrums have peaks around 6 MeV. The
mean value of the peak energy of 220Rn and 222Rn are 6.2 MeV and 5.6 MeV, respectively.
However the measured peak energy can change by the abundance ratio of the 220Rn and
222Rn in the gas volume. The measured spectrum was fitted with simulated spectrums
changing the ratio of 220Rn and 222Rn and the energy scale. The best-fit energy scale was
consistent with the one obtained with the 10B calibration within 1 % systematic error.
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Figure 2.4.5: Measured high energy spectrum of radon backgrounds.
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Figure 2.4.6: Simulated spectra of the
220Rn background in the fiducial volume.
The black histogram is the total energy
spectrum. The blue, red, pink and green
lines are contribution from alpha particles
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6.78 MeV and 8.79 MeV, respectively.
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Figure 2.4.7: Simulated spectra of the
222Rn background in the fiducial volume.
The black histogram is the total energy
spectrum. The blue, red and pink lines
are contribution from alpha particles with
the energy of 5.49 MeV, 6.00 MeV and
7.69 MeV, respectively.

2.4.3 Drift velocity

The electron drift velocity in the 𝜇-TPC is needed to convert the arrival time (Trise) to
the 𝑧 position. We used the external-trigger mode with a 252Cf fission source triggered by
a plastic scintillator placed nearby. Several neutrons and gamma-rays are yielded by the
spontaneous fission of 252Cf. The reaction time of the neutron-nucleus elastic scattering
was known by using prompt gamma-rays as a trigger and the drift time of the ionized
electron was calculated. Figure 2.4.8 shows the measured drift time distribution. The
edge structure around 400 clocks corresponds to the maximum drift time where ionized
electrons travel the maximum distance of the TPC volume (𝐿max =41 cm). The maximum
drift time 𝑇max was obtained by fitting the edge structure with an error function. The
drift velocity 𝑉D is calculated by 𝑉D = 𝐿max/𝑇max.
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Figure 2.4.8: Distribution of the drift time obtained by the external-trigger mode with a
252Cf source. The edge structure corresponds to the time in which electrons travel a drift
distance of 41 cm.

2.4.4 Event selection

The following event selections were applied in order to select nuclear recoil events.

Fiducial cut
The fiducial volume was defined as 28 × 24 × 41 cm3 in the detection volume 31 ×
31 × 41 cm3. This cut was useful for removing the charged particles from the wall
and the 10B plate.

Length-Energy cut
Since charged particles have different energy losses per track length, the track-
length with a certain energy is also different. Hence we can identify the nuclear
track from the track-length vs. energy distribution. Figure 2.4.9 shows the track-
length vs. energy distributions for the 252Cf calibration (black points) and the 137Cs
calibration (blue points). From the 252Cf calibration data, we determined nuclear
band by fitting with Gaussian function for every energy bin with a width of 10 keV.
This cut was useful for removing electron events and alpha particles above 300 keV.

TOT-Energy cut
Energy deposition on a single strip was stored as TOT. Since nuclear events have
larger energy losses than electron events, sum of TOT (TOT-sum) for a given energy
tends to be large. In addition, since TOT-sum was expected to be linear with respect
to the total energy deposit, a parameter defined by dividing the TOT-sum by energy
was suitable for this purpose. Figure 2.4.10 shows TOT-sum/energy vs. energy
distributions for the 252Cf calibration (black points) and the 137Cs calibration (blue
points). From the 252Cf calibration data, we determined the nuclear band by fitting
with gaussian function every energy bin with a width of 10 keV. This cut rejected
electron events.
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2.4.5 Detection efficiency

The detection efficiency for the nuclear events was evaluated after the event selections
described above. We defined the detection efficiency as dividing the measured energy
spectrum after all cuts by that representing the number of nuclear recoil interaction
estimated by the Geant4 simulation. In order to cancel the position dependence and
measure an overall response of the detector, neutrons from a 252Cf fission source were
irradiated from six directions and the combined spectrum was used. The source position
is summarized in Table 2.4.1. The measured combined spectrum and simulated one is
shown in Figure 2.4.12.

The measured detection efficiency of the nuclear recoil events is shown in Figure 2.4.13.
The black fit line indicates the detection efficiency when we applied only the fiducial cut.
Since the energy deposition of nuclear events (19F and 12C) are sufficiently large , intrinsic
detection efficiency of nuclear recoil events should in principle be one. The reason why
the efficiency does not reach this intrinsic value, was the low trigger efficiency due to
the low gas gain. The plateau trigger efficiency was checked by waveform simulations for
the fluorine nuclear recoils. The energy deposit of the fluorine nucleus on each 𝜇-PIC
strip was calculated by the Geant4 simulation and converted to charge considering the W
value and the gas gain. The waveforms were simulated using the ASD chip characteristics
described in Table 2.3.1. The trigger was generated when at least one of the anode signals
grouped into 16 channels was over the analog threshold (Analog TRIG in Figure 2.3.1)
and any one of anode and cathode signals was over a digital threshold (Digital TRIG in
Figure 2.3.1). This trigger system emulated the self-trigger mode. The obtained trigger
efficiencies for the fluorine nuclear recoil are shown in Figure 2.4.14. It was confirmed that
the plateau trigger efficiency became low with small gas gain. This was a good agreement
with the obtained experimental results. In Figure 2.4.13, the red fit line indicates the
selection efficiency when all cuts introduced in the previous section were applied. Obtained
detection+selection efficiency of nuclear events was 14% at 50 keV.

Table 2.4.1: Coordinates of the 252Cf fission source.

Direction Coordinates
𝑥 𝑦 𝑧

+x 25.5 0 0
+y 0 25.5 0
+z 0 0 47.5
-x -25.5 0 0
-y 0 -25.5 0
-z 0 0 -47.5
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Figure 2.4.12: Combined spectrum at 6 source positions and simulated spectrum. The
black points with error bars are estimated interaction spectrum by a Geant4 simulation.
The blue points with error bars are measured spectrum after only the fiducial cut. The
red points with error bars are measured spectrum after all cuts.
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Figure 2.4.13: Typical detection efficiency for the nuclear events. The black solid line is
detection efficiency in the fiducial volume. The red solid line is detection efficiency after
the event selection.
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Figure 2.4.14: Trigger efficiency of various gas gains for the fluorine nuclear recoils. The
measured gas gain corresponds to about 1200.

2.4.6 Gamma rejection power

We evaluated the gamma rejection power, or the detection efficiency of electrons, by
irradiating the detector with gamma-rays from a 137Cs source. The source was placed
at a position of (0, 0, 47.5) and the data with a total live time of 5.3 days were taken.
Figure 2.4.15 shows the measured spectrum along with the simulated one. Here, the
simulated energy spectrum of the detected energy in the fiducial area is plotted as the
“Simulation”. The number of measured events in 50-60 keV and 60-400 keV energy range
are one and zero, respectively. The gamma rejection power was defined by dividing the
measured energy spectrum after all cuts by the simulated one. Figure 2.4.16 shows the
obtained gamma rejection power. The gamma rejection power or the electron detection
efficiency for the energy range of 50-60 keV was (1.3+3.0−1.1) × 10−6. Since the measured
number of event in 60-400 keV was zero, an upper limit was set for that energy range.
The obtained values are summarized in Table 2.4.2.
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Figure 2.4.15: Measured and simulated
spectra with a 137Cs source. The black
points indicate the expected rate reacted
in fiducial volume. The red point shows
the measured spectrum after all cuts.
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Figure 2.4.16: Calculated gamma rejec-
tion efficiency. A finite value was ob-
tained for the 50-60 keV, while an upper
limit was set in 60-400 keV.

Table 2.4.2: Summary of the obtained gamma rejection power.

50-60 keV 60-400 keV

Gamma rejection power (1.3+3.0−1.1) × 10−6 < 1.5 × 10−6

2.4.7 Direction dependent efficiency

We measured the relative direction-dependent efficiency of nuclear recoil in the energy
range of 50-100 keV. The detector was irradiated with neutrons from a 252Cf fission source
placed at six positions (Table 2.4.1). We confirmed that we can emulate isotropic recoil
(standard deviation was 13%) with a weighted sum of these six measurements by Geant4
simulations. Figure 2.4.17 shows the measured distribution of the elevation angle 𝜃ele and
the azimuth angle 𝜙azi in the detector coordinate. The definition of the detector coordinate
is shown in Figure 2.1.3. We can see that the efficiency is low around XY plane, XZ plane
and YZ plane. This is due to the poor track reconstruction along anode/cathode strips.
Also, there are higher efficiency areas along the diagonal lines from the direction of the
anode and the cathode strips. This is because the current tracking algorithm tends to
recognize the diffused tracks to such directions.
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2.4.8 Angular resolution

Wemeasured the angular resolution of the nuclear tracks using the fast neutrons from a
252Cf fission source. We evaluated the angular resolution by the comparison of measured
and simulated distributions of the recoil angle cos𝛾. The recoil angle 𝛾 is defined in
Figure 2.4.18.

nucleus
𝛾

neutron

252Cf

Figure 2.4.18: Definition of the nuclear recoil angle 𝛾.

The detector was irradiated with fast neutrons from a 252Cf fission source placed at six
positions (see Table 2.4.1) in order to measure an overall response of the detector. Since
we do not recognize head-tail of the tracks in this study, only absolute cos𝛾 distribution
was evaluated. Simulated |cos𝛾 | distributions with various angular resolutions in the
energy range of 50-100 keV, 100-200 keV and 200-400 keV are shown in Figure 2.4.19(a),
(b) and (c), respectively.
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Figure 2.4.19: Simulated absolute cos𝛾 distributions in the energy range of 50-100 keV
(a), 100-200 keV (b) and 200-400 keV (c) along with several angular resolutions.

Measured directions were weighted by the direction-dependent efficiency and thus cor-
rected |cos𝛾 | was obtained. The observed |cos𝛾 | distribution in each energy range is shown
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in Figure 2.4.20. In order to determine the angular resolution, we compared simulated
|cos𝛾 | distribution with various angular resolutions to the measured distributions. In the
energy range of 50-100 keV, we obtained the angular resolutions of 48+6.8−2.2 degree where
the obtained least 𝜒2/d.o.f was 7.9/9. The chi-square distributions in the energy range
of 50-100 keV, 100-200 keV and 200-400 keV are shown in Figure 2.4.22(a), (b) and (c),
respectively. The result of obtained angular resolutions is shown in Figure 2.4.21. The
expected forward-backward ratio of |cos𝜃cygnus | from the dark matter signal is 30%.

γ

600

800

1000

data

simulation

50-100 keV

400

500

600

700

800

N
u
m

b
e
r 

o
f 
e
v
e
n
ts

100-200 keV

0 0.5 1

|γ|cos

100

200

300

400

500 200-400 keV

Figure 2.4.20: Observed |cos𝛾 | distributions in each energy range. The black dots and
blue line are measurement data and simulation, respectively.
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Figure 2.4.21: Obtained angular resolutions for each energy bin.
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Figure 2.4.22: Chi-square distributions in the energy range of (a) 50-100 keV, (b) 100-
200 keV and (c) 200-400 keV.
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Chapter 3

Experiment

A direction-sensitive dark matter experiment was carried out with NEWAGE-0.3b”,
whose sensitivity was expected to be improved adopting a newly-developed LA𝜇-PIC. The
measurement properties and the results are described in this chapter. In Section 3.1, the
dataset of the dark matter search is described. The obtained energy spectrum and that
after the event selection are discussed in Section 3.2. Before the directional analysis, the
systematic uncertainties are discussed in Section 3.3. Finally, the results of the directional
dark matter search are discussed in Section 3.4.

3.1 Measurement

A directional dark matter search was carried in Laboratory B of Kamioka Observatory
located at 2700 m water equivalent underground (36.25’N, 137.18’E). The NEWAGE-
0.3b” described in the previous section was used for the measurement. The LA𝜇-PIC
plane was placed vertically and the z-axis is aligned to the direction of S30◦E. A sub-run,
Run22-1 was performed from June 6th 2018 to 24th Aug. 2018 and another sum-run,
RUN22-2 was carried out from 20th Sept. 2018 to 14 th Nov. 2018. The target gas was
CF4 at 76 Torr (0.1 bar) and the target mass in the fiducial volume of 28 × 24 × 41 cm3

(28 L) was 10 g. The run properties are summarized in Table 3.1.1. Figure 3.1.1 shows
the cumulative livetime. The total livetime was 107.6 days. In order to confirm the
detector stability, various environment variables were monitored during the data-taking
(see Appendix A).
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Table 3.1.1: Run properties of RUN22

Period Livetime (days) Exposure (kg·days)
RUN22-1

2018 June 8 - June 12 3.6 3.8 × 10−2

2018 June 14 - June 27 12.7 1.3 × 10−1

2018 July 6 - July 19 12.8 1.3 × 10−1

2018 July 20 - Aug. 8 18.1 1.9 × 10−1

Total 47.2 4.9 × 10−1

RUN22-2

2018 Sept. 21 - Oct. 2 10.5 1.1 × 10−1

2018 Oct. 4 - Oct. 30 25.0 2.6 × 10−1

2018 Nov. 1 - Nov. 13 11.5 1.2 × 10−1

2018 Nov. 14 - Nov. 28 13.6 1.4 × 10−1

Total 60.5 6.3 × 10−1

RUN22 total 107.6 1.12
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Figure 3.1.1: Cumulative livetime of the RUN22. The period of gray region indicates the
gas exchange term.

The energy calibration and the detection efficiency measurement were carried out every
two weeks. Figures 3.1.2 and 3.1.3 show the time variations of the gas gain and the energy
resolution, respectively. The decrease of the gas gain was due to the gas deterioration.
The energy scale of the data during the dark matter search was corrected considering the
time-dependence of the gas gain. The energy resolution has shown no time dependency
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within the error. The average and the standard deviation of the energy resolution were
13.2% and 2.3%, respectively. This uncertainty was treated as the systematic error which
will be discussed in Section 3.3. The measured drift velocity is summarized in Table 3.1.2.
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Figure 3.1.2: Time variation of the gas gain during the dark matter search. The period
of gray region indicates the gas exchange term.
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Figure 3.1.3: Time variation of the energy resolution during the dark matter search. The
period of gray region indicates the gas exchange term.
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Table 3.1.2: Measured drift velocities of RUN22-1 and RUN22-2.

RUN22-1 9.6 ± 0.3 cm/𝜇s

RUN22-2 9.6 ± 0.1 cm/𝜇s

3.2 Event selection

Event selections, described in Section 2.4.4, were applied to the measured data. The
fiducial cut was applied first. Figures 3.2.1, 3.2.2 and 3.2.3 show the Length-Energy, the
TOT-Energy and the Roundness-Energy distributions after the fiducial cut, respectively.
A large fraction of the events had long track lengths and small TOTs, which indicated
that most of the measured events were electrons. A final event sample was obtained by
applying the Length-Energy, TOT-Energy and Roundness cuts. Figures 3.2.4, 3.2.5 and
3.2.6 show the Length-Energy, TOT-Energy and Roundness-Energy distributions after
all event selections, respectively. The energy spectrum of the final sample are shown in
Figure 3.2.7. Table 3.2.1 shows remaining number of events in the energy region of 50-60
keV after each cut.
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Figure 3.2.1: Length-Energy distribution after the fiducial cut.
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Figure 3.2.2: TOT-Energy distribution after the fiducial cut.
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Figure 3.2.3: Roundness-Energy distribution after the fiducial cut.

52



50 100 150 200 250 300 350 400
Energy (keV)

0

1

2

3

4

5

T
ra

c
k
 l
e
n
g
th

 (
c
m

)

Events passed the selection

median of NR calibration

 of NR calibrationσ3±

Figure 3.2.4: Length-Energy distribution after all event selections.
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Figure 3.2.5: TOT-Energy distribution after all event selections.
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Figure 3.2.6: Roundness-Energy distribution after all event selections.
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Figure 3.2.7: Energy spectra of the dark matter search at each selection step. The black,
red, blue and green line are the original energy spectrum, the one after the Fiducial cut,
Length-Energy cut and TOT-Energy cut, respectively. The black points with error bars
are the final event sample after the Roundness cut.
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Table 3.2.1: Remaining number of events in the energy region of 50-60 keV after each cut.

Cut criteria Remaining number of events

No cut 9461

Fiducial cut 5291

Length-Energy cut 2325

TOT-Energy cut 13

Roundness cut 2

The energy spectrum unfolded with the nuclear-track detection efficiency is shown
in Figure 3.2.8. The previous result of RUN14 using conventional 𝜇-PIC is shown for
reference. It is seen that the background rate was reduced by about factor 10 in the
energy range of 50-100 keV from RUN14. The background study of RUN14 indicated
that the main background are alpha particles radiated from the surface material of the
conventional 𝜇-PIC. Here it was demonstrated that the LA𝜇-PIC worked as expected
to reduce the alpha-ray backgrounds. The remaining backgrounds will be discussed in
Chapter 4.
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Figure 3.2.8: Final energy spectrum considering the detection efficiency. The black and
gray dots with errors represent RUN22 (using the LA𝜇-PIC) and RUN14 (using the
conventional 𝜇-PIC), respectively. The blue dotted line shows the expected spectrum of
the WIMP-nucleus scattering with the WIMP mass of 𝑚𝜒 = 100 GeV, the WIMP-proton
cross section of 𝜎𝜒 = 20 pb and the energy resolution of 𝜖 = 13.2%.

Figure 3.2.9 and 3.2.10 show the skymaps of the final sample on the detector coordinate
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Figure 3.2.11: Obtained |cos𝜃cygnus | distribution for each energy range.
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3.3 Systematic uncertainties

The measured cos𝜃 distribution will be compared with the expected one in the direc-
tional analysis. The expected spectrum was calculated from Equation 1.4.15. Systematic
errors associated with the astrophysical parameters and the detector response are dis-
cussed.

3.3.1 Systematic uncertainties from the astrophysical parame-
ters

The observed astrophysical parameters are the local circular velocity or the laboratory
velocity 𝑉lab, the escape velocity 𝑣esc and the local WIMP density 𝜌DM. The canonical
value of 𝑉lab = 220 km/s, 𝑣esc = 650 km/s and 𝜌DM = 0.3 GeV/cm3 were used in the
directional analysis following the conventional direct search analysis. However, studies on
these parameters indicated different values [25; 26; 28; 29; 30; 31]. The relative uncer-
tainty of the expected rate from the observed astrophysical parameters were estimated as
following. These uncertainties were not assigned in the directional analysis.

• Since the local circular velocity or the laboratory velocity 𝑉lab depends on the model
of the MW halo, it has a significant systematic uncertainty. Various models of
MW halo indicate the local circular velocity from (220 ± 20) km s−1 to (279 ±
33) km s−1 [26]. The difference of the expected rate was estimated by the Monte
Carlo simulation. The relative uncertainty of the expected rate was +52%.

• The recent RAVE survey has found the escape velocity to be 𝑣esc = 533+54−41 km s−1(90%
confidence level) assuming a smooth halo in equilibrium [27]. The uncertainty of
the expected rate was obtained as −2.4% from the Monte Carlo simulation.

• The calculation of the local WIMP density also depends on the halo profile model.
Recent works lead to the local densities in the range 𝜌DM = (0.2 − 0.5) GeV cm−3

[28; 29; 30; 31]. The relative uncertainty of the expected rate varies −33% and +67%
by the Monte Carlo simulation.

3.3.2 Systematic uncertainties from the detector response

Three sources of systematic uncertainties were considered on the detector response.
Uncertainties on the energy resolution 𝜖 = 6.9 keV, the drift velocity 𝑉D = 9.6 cm/𝜇s and
the angular resolution 𝜅 = 48 degree are discussed here.

• During the dark matter search, the energy resolution was monitored (see Fig-
ure 3.1.3). There was no time dependence and the standard deviation of energy
resolution was 2.3%. The expected rate was estimated using Monte Carlo simula-
tions taking account of the measured energy resolution with its uncertainty. The
resulting uncertainty in the expected rate was less than 0.1%. This uncertainty
was found to be negligible compared to that of the angular resolution discussed
in the followings. No systematic uncertainty from this source was assigned in the
directional analysis.
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• The gas pressure was increased due to a leak of the vacuum vessel during the dark
matter search (see Figure A.3). In order to confirm a coefficient of the fluctuation of
the drift velocity, the gas pressure and the drift velocity every two weeks were mon-
itored in a different run. The coefficient value was 8.4 × 10−2 cm/𝜇s/Torr and gave
+3.3% and -12% of the maximum uncertainty to the drift velocity. The expected
|cos𝜃cygnus | distribution was calculated by Monte Carlo simulations and the effect
by the uncertainty of the drift velocity was considered. The uncertainty of the drift
velocity does not change the total expected rate of 50-60 keV bin, while it affects
the shape of the |cos𝜃cygnus | distribution. The distribution was binned into 2-bin
similar to the analysis procedures in Section 3.4. The systematic uncertainty of the
expected rate in the |cos𝜃cygnus | range of [0, 0.5] and [0.5, 1] are less than 0.2%.
This uncertainty was found to be small compared to that of the angular resolution.
No systematic uncertainty from this source was assigned in the directional analysis.

• The uncertainty associated with the angular resolution was studied. The systematic
error of the angular resolution was +6.8% and −2.2% (see Figure 2.4.21). The
signal |cos𝜃cygnus | distribution was estimated using Monte Carlo simulations and a
possible uncertainty of each bin was calculated. Here the distribution was binned
into 2-bin similar to the analysis procedures described in Section 3.4. The resulting
uncertainties of the expected rate were +6.4% and −7.8% in the |cos𝜃cygnus | range
of [0, 0.5], and +5.4% and −4.4% in the range of [0.5, 1]. This source makes the
largest impact on the shape of |cos𝜃cygnus | distribution. This systematic uncertainty
was considered in the directional analysis described in Section 3.4.

Table 3.3.1: Systematic uncertainties of the expected rate for the dark matter mass
𝑚𝜒 = 100 GeV/c2.

Source Symbol cos𝜃 range Relative uncertainty (%)

Laboratory velocity 𝑉lab [ 0, 1 ] +52
Escape velocity 𝑣esc [ 0, 1 ] −2.4
Local WIMP density 𝜌DM [ 0, 1 ] +67 − 33

Energy resolution 𝜖 [ 0, 1 ] < 0.1

Drift velocity 𝑉D
[ 0, 0.5 ] < 0.2

[ 0.5, 1 ] < 0.2

Angular resolution 𝜅
[ 0, 0.5 ] +5.4 −2.2
[ 0.5, 1 ] +1.7 −4.2
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3.4 Results

In order to obtain a possible anisotropic |cos𝜃cygnus | distribution, a binned likelihood-
ratio method was used [79; 80]. The minimized statistic value 𝜒2 was defined as,

𝜒2 = 2
𝑛∑

𝑖=0

[
(𝑁exp

𝑖
− 𝑁data

𝑖 ) + 𝑁data
𝑖 ln

(
𝑁data
𝑖

𝑁
exp
𝑖

)]
+ 𝛼2, (3.4.1)

where the subscript 𝑖 is the bin number of |cos𝜃cygnus | distribution, 𝑁data
𝑖 is the measured

number of events and 𝑁
exp
𝑖

is the expected number of events. A nuisance parameter 𝛼

(= 𝜉/𝜎𝜅) was introduced to consider the systematic error of the angular resolution 𝜎𝜅 [81].
A possible angular-resolution shift is 𝜉.

The expected event number 𝑁exp
𝑖

is given by,

𝑁
exp
𝑖

= 𝐴(𝜎𝜒−𝑝) · 𝑁MC
𝑖 (𝑚𝜒, 𝜖 , 𝜅 + 𝜉). (3.4.2)

The quantity 𝑁MC
𝑖 was obtained by a Monte Carlo simulation. It depends on the WIMP

mass 𝑚𝜒, the energy resolution 𝜖 and the angular resolution 𝜅. The amplitude of the
dark matter signal 𝐴 depends on the WIMP-proton cross section 𝜎𝜒−𝑝. In the calculation
of 𝑁MC

𝑖 , the astrophysical parameters and nuclear parameters listed in Table 3.4.1 were
used. In addition the nuclear quenching factor and the detector responses were considered.
Here the detector response includes the energy resolution 𝜖 , the detection efficiency, the
direction-dependent efficiency and the angular resolution 𝜅 described in Section 2.4.2,
2.4.5, 2.4.7 and 2.4.8.

Table 3.4.1: Astrophysical parameters, nuclear parameters, and detector responses used
for the directional analysis.

WIMP velocity distribution Maxwellian

Laboratory velocity 𝑉lab = 220 km/sec

Escape velocity 𝑣esc = 650 km/sec

Local halo density 𝜌𝐷𝑀 = 0.3 GeV/c2/cm3

Spin factor of 19F 𝜆2𝐽 (𝐽 + 1) = 0.647

Energy resolution 𝜖 = 6.9 ± 1.1 keV

Angular resolution at 50-100 keV 𝜅 = 48+6.8−2.2 degree

Detection efficiency Figure 2.4.13

Direction-dependent efficiency Figure 2.4.17

The measurement data was divided into 10 keV/bin considering the energy resolution.
Since each energy bin had a low statistics, the measured |cos𝜃cygnus | were binned into
2-bin. Hence the maximum bin number 𝑛 in Equation 3.4.1 is 1. Expected signal was
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binned in the same way. The binned measurement data and Monte Carlo data are shown
in Figure 3.2.11 and 3.4.1, respectively.
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Figure 3.4.1: Binned |cos𝜃cygnus | distribution of the Monte Carlo simulation where the
WIMP mass 𝑚𝜒 and the WIMP-proton cross section are 100 GeV and 20 pb, respectively.
The energy resolution 𝜖 = 6.9 keV and the angular resolution 𝜅 = 48 degree, the detection
efficiency and the direction-dependent efficiency were considered.

Here we first explain the analysis method with 50-60 keV bin as a region of interest for
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the 100 GeV of WIMP mass. The measurement data was fitted by minimizing 𝜒2. The
WIMP-proton cross section 𝜎𝜒−𝑝 and the nuisance parameter 𝛼 were treated as fitting
parameters. The calculated 𝜒2 values changing the WIMP-proton cross section and the
angular resolution were shown in Figure 3.4.2. The minimum 𝜒2 value was 3.3 where 𝜎𝜒−𝑝
and 𝛼 were 18.5 pb and 0.12, respectively. Figure 3.4.3 shows the measured cos𝜃cygnus
distribution in the energy region of 50-60 keV along with the simulation using best-fit
values.
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Figure 3.4.2: Calculated 𝜒2 values changing the WIMP-proton cross section and the
angular resolution.
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Figure 3.4.3: The |cos𝜃cygnus | distribution in the energy range of 50-60 keV. The black
points show observed data. The solid and dotted red lines are the simulated distribution
using best-fit values and excluded values of 90 % confidence level, respectively.

In order to calculate the p-value, we made a 𝜒2 distribution of an isotropic BG model
and an anisotropic WIMP model from dummy samples. One thousand dummy samples
were produced by Monte Carlo simulations and 𝜒2 value of each dummy sample was
calculated. The dummy samples were produced by the following methods:

1. Total event number of one dummy sample was randomly determined from the pois-
son distribution with mean=

∑
𝑖 𝑁

data
𝑖 .

2. The number of event 𝑁dummy
𝑖

of the isotropic BG model was obtained by the uniform

distribution of |cos𝜃cygnus |. The number of event 𝑁dummy
𝑖

of the anisotropic WIMP
model was obtained by the signal Monte Carlo simulation, when a possible angular-
resolution shift 𝜉 was determined from the gaussian distribution with mean=0 and
sigma=𝜎𝜅 considering the systematic error of the angular resolution.

3. A 𝜒2 was calculated applying the same analysis where the measurement data 𝑁data
𝑖

was replaced by 𝑁
dummy
𝑖

.

4. These processes were repeated 1000 times and the 𝜒2 distribution of the isotropic
BG model and the anisotropic WIMP model were obtained.

The calculated 𝜒2 distribution of the isotropic BG model and the anisotropic WIMP
model were shown in Figure 3.4.4. The black line shows the 𝜒2 distribution of the isotropic
BG model. The red dotted line shows the 𝜒2 value of the measurement data. The
calculated p-value was 3.3%. The blue line shows 𝜒2 distribution of anisotropic WIMP
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model. Since these distributions are very similar to each other, we cannot claim the
detection of dark matter with sufficient significance from the observed data. This is a
natural result because of the large statistic error and the small expected anisotropic ratio.
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Figure 3.4.4: Calculated 𝜒2 distribution. The black and blue lines are isotropic BG model
and anisotropic WIMP model, respectively. The red dotted line shows the measurement
𝜒2 value.

Since no significant amplitude was found, a 90% confidence level (C.L.) upper limit
was set on the Spin-Dependent cross section. The likelihood ratio L defined as

L = exp

(
−
𝜒2(𝜎𝜒−𝑝) − 𝜒2

min

2

)
, (3.4.3)

where 𝜒2(𝜎𝜒−𝑝) and 𝜒2
min

are calculated 𝜒2 value by varying 𝜎𝜒−𝑝 and the minimum 𝜒2

value, respectively. The 90% C.L. upper limit of the WIMP-proton cross section 𝜎limit
𝜒−𝑝

was obtained using the relation defined by,

∫ 𝜎limit
𝜒−𝑝

0
L𝑑𝜎𝜒−𝑝

∫ ∞
0

L𝑑𝜎𝜒−𝑝
= 0.9. (3.4.4)

The calculated likelihood ratio is shown in Figure 3.4.5. The 90% C.L. upper limit on the
Spin-Dependent cross section was obtained as,

𝜎limit
𝜒−𝑝 = 50 pb at 100 GeV. (3.4.5)

The calculated cos𝜃cygnus distribution using the 90% C.L. upper value is also shown in
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Figure 3.4.3 as the red dotted line along with the measurement data.
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Figure 3.4.5: Likelihood ratio distribution. The blue area corresponds to 90% of the total
area. The obtained 90% C.L. upper limit value of the WIMP-proton cross section 𝜎limit

𝜒−𝑝
is 50 pb in this case.

90% C.L. upper values of the WIMP-proton cross section 𝜎limit
𝜒−𝑝 were calculated chang-

ing the energy bin and the minimum cross-section was adopted. The most dominant
energy bin contributed the upper limit was the 50-60 keV bin because of the highest ex-
pected rate (Figure 3.2.8). Figure 3.4.6 shows the 90% upper limit of the Spin-Dependent
WIMP-proton cross section as a function of the WIMP mass. This result marked a new
best sensitivity record of a Spin-Dependent WIMP search with the direction-sensitive
method. The sensitivity was improved by about 15 times compared to the previous result
of NEWAGE (RUN14). This improvement owed to the surface background reduction of
the 𝜇-PIC detector.
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Figure 3.4.6: Upper limits at a 90% confidence level of the Spin-Dependent cross section
as a function of the WIMP mass. The red thick solid line is the result of the directional
method in this work. The black solid line is the result of the conventional method for
reference. The gray solid line RUN14 is the limits of the previous result. Allowed region
from DAMA/LIBRA experiment [62] is shown by the blue area.
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Chapter 4

Discussion

The WIMP-nucleon cross section limit by the direction-sensitive method was improved
by factor 15 with the measurement using the LA𝜇-PIC. However, more than two orders
of magnitude of improvement is required in order to cover the entire DAMA region. Since
the sensitivity is limited by the remaining backgrounds, it is important to study the
sources of these backgrounds. In this chapter, we estimate the origin of the remaining
backgrounds using Geant4 simulations. In addition, the discovery potential is discussed
when these backgrounds are eliminated as future prospects.

In Section 4.1, the background candidates are introduced. In Section 4.2, contributions
of cosmic-ray muons, ambient gamma-rays and neutrons as the external backgrounds are
discussed. In Section 4.3, we discuss the internal backgrounds coming from the decay of
radons and the LA𝜇-PIC surface. It should be noted that the background energy spectra
of both considering Roundness cut and not considering that were calculated since we don’t
know the Roundness cut efficiency, completely. Finally, future prospects are discussed in
Section 4.5.

4.1 Background candidates

The background candidates are classified into two categories, namely external back-
grounds and internal backgrounds. External backgrounds are cosmic-ray muons, ambient
gamma-rays and neutrons coming from outside of the vessel. Internal backgrounds are
gamma-rays, beta-rays and alpha-rays emitted from radioactive contaminations within
the detector components. Figure 4.1.1 schematically shows these background candidates.
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Figure 4.1.1: Candidates of external and internal backgrounds. The solid (dotted) arrow
indicates internal (external) backgrounds. The symbol A (A′) is an alpha-ray emitted
from decays of radons with long (short) track length. The symbol B (B′) is an alpha-ray
coming from the LA𝜇-PIC surface with a long (short) track length. The symbol C, D and
E are cosmic-ray muons, ambient gamma-rays and ambient neutrons coming from outside
of the vessel, respectively.

4.2 External backgrounds

The important external backgrounds are ambient gamma-rays and neutrons from rocks
in the mine. Although cosmic-ray muons also be one of the candidates of external back-
grounds, its contribution is negligible compared with ambient gamma-rays and neutrons.
The expected rate of these external backgrounds are calculated below.

4.2.1 Cosmic-ray muons

The NEWAGE-0.3b” detector is located in the Laboratory B of the Kamioka Obser-
vatory for shielding cosmic-ray muons. Since the facility is located under the peak of
Mt. Ikenoyama, with 1000 m of rock, or 2700 m-water-equivalent, the cosmic-ray muons
with the energy less than 1.3 TeV cannot reach the laboratory. The flux of the cosmic-ray
muons at Kamioka Observatory is about 6×10−8 cm−2s−1sr−1 [82]. The expected rate pass-
ing through the fiducial volume of the 𝜇-TPC was calculated to be about 6 counts/day.
Assuming that the muon rejection power is same to that of electron, the rate of detected
muon is the order of 10−4 counts/kg/days above 50 keV. Therefore muon background is
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negligible.

4.2.2 Ambient gamma-rays

Ambient gamma-rays are mainly produced by the decay of natural radioactive isotopes
such as 40K, U-chain and Th-chain in the rock. The decay process and the energy of
emitted particles are summarized in Figure 4.2.1. The flux of ambient gamma-rays in
Laboratory B was measured with a 5 × 5 × 1cm3 CsI(Tl) scintillator in 2008 [83]. From
the measured spectrum, the spectrum from the decay of 40K, U-chain and Th-chain was
unfolded. Figure 4.2.2 shows the estimated flux from 40K, U-chain and Th-chain.

Using this spectrum, we simulated the expected rate of the ambient gamma-rays.
In the simulation, gamma-rays were generated on the spherical surface with a radius of
100 cm. The incident direction was weighted with a cos𝜃 distribution in order to produce
an isotropic flux. The angle 𝜃 is defined as the zenith angle on the spherical surface. The
simulated results are shown in Figure 4.2.3. The expected energy spectra after all cuts
(red points) and without roundness-cut (blue points) are shown. The expected rate in
the energy range of 50-60 keV was (1.4 ± 1.4) × 10−1 counts/keV/kg/days (summarized
in Table 4.2.1).
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Figure 4.2.1: Decay chains of 238U and 232Th [84].
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Figure 4.2.2: Estimated ambient gamma-ray flux from the decay of 40K, U-chain and
Th-chain [83].
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Figure 4.2.3: Expected energy spectra by the ambient gamma-rays. The black points are
expected rate in the fiducial volume. The red (blue) points with error bars are the energy
spectra taking account of the gamma-ray rejection power with all cuts and all but the
roundness cut. The red triangle points indicate upper limits.
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Table 4.2.1: Summary of the expected rate of ambient gamma-ray background. The
values in brackets show errors (%).

Expected rate by ambient gamma-rays (counts/keV/kg/days) with error (%)

50-60 keV 60-100 keV 100-400 keV

Fiducial only 1.1 × 105 (11) 3.7 × 104 (9.4) 9.6 × 102 (21)

without Roundness-cut 4.1 × 10−1 (59) 2.4 × 10−2 (56) 6.2 × 10−4 (61)

All cuts 1.4 × 10−1 (100) < 7.7 × 10−3

4.2.3 Ambient neutrons

The ambient neutrons are mainly generated by the (𝛼, 𝑛) reactions of 238U and 232Th
series, the spontaneous fission of 238U and the spallation by the cosmic-ray muon. The
ambient neutron flux in Laboratory B was measured using a 3He proportional counter as
described in Ref. [85]. An energy spectrum was also predicted. The simulated spectrum
of ambient neutrons produced by (𝛼, 𝑛) reactions and spontaneous fission is shown in
Figure 4.2.4.

We estimated the expected rate by the ambient neutron in the fiducial volume by a
Geant4 simulation. In the simulation, neutrons were generated using the same method
used for the ambient gamma-rays. The obtained spectrum is shown in Figure 4.2.5.
The actual expected rate is calculated by considering the nuclear-detection efficiency
described in Section 2.4.5. The expected spectra after all cuts and without roundness-cut
are described in Figure 4.2.5. The expected rate in the energy range of 50-60 keV is
(3.1 ± 0.8) × 10−2 counts/keV/kg/days (summarized in Table 4.2.2).

Figure 4.2.4: Simulated spectrum of ambient neutrons produced by (𝛼, 𝑛) reactions and
spontaneous fission in Laboratory B [85].
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Figure 4.2.5: Expected energy spectra by ambient neutrons. The black points are expected
count rate in the fiducial volume. The red (blue) points with error bars are the ones taking
account of the nuclear-detection efficiency described in Section 2.4.5 with all cuts (without
roundness-cut).

Table 4.2.2: Summary of the expected rate of ambient neutron background. The values
in brackets show errors (%).

Expected rate of ambient neutrons (counts/keV/kg/days) with error (%)

50-60 keV 60-100 keV 100-400 keV

Fiducial only 2.0 × 10−1 (25) 1.2 × 10−1 (16) 2.1 × 10−2 (14)

without Roundness-cut 4.3 × 10−2 (25) 3.2 × 10−2 (16) 6.4 × 10−3 (14)

All cuts 3.1 × 10−2 (25) 2.6 × 10−2 (16) 6.7 × 10−3 (14)

4.2.4 Summary of external backgrounds

The total external backgrounds are summarized in Table 4.2.3.
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Table 4.2.3: Summary of the total external backgrounds. The values in brackets show
errors (%).

Expected rate of the total external background (counts/keV/kg/days) with error (%)

50-60 keV 60-100 keV 100-400 keV

Fiducial only 1.1 × 105 (11) 3.7 × 104 (9.4) 9.6 × 102 (21)

Without roundness-cut 4.5 × 10−1 (53) 5.6 × 10−2 (26) 7.0 × 10−3 (14)

All cuts 1.7 × 10−1 (82) 2.6 × 10−2 (16) 6.7 × 10−3 (14)

4.3 Internal backgrounds

Radioactive contaminations within the detector components are well-known back-
ground sources in rare event measurements. Dominant natural radioactive isotopes con-
taminated in most of the materials are 238U, 232Th and 40K. These radioactive contam-
inations emit 𝛾-rays, 𝛽-rays and 𝛼-rays. In our case, 𝛾-rays and 𝛽-rays were rejected
with a rejection power of 1.3 × 10−6 as discussed in Section 2.4.6, but 𝛼-rays cannot be
discriminated from nuclear recoils around 50 keV. Several decays in the U-chain and the
Th-chain emit 𝛼-rays as shown in Figure 4.2.1. These radioactive isotopes can be con-
taminated in most of the material in the detector components such as metal, plastic and
glass fiber. In addition, radons in U-chain and Th-chain emanate from the material as
gas. Therefore, radon and radon progeny, which are the isotopes below radon shown in
Figure 4.2.1, might exist not only in the detector components but also in the gas volume.
Although 𝛼 particles emitted from the U-chain and Th-chain have an initial energy of
more than 4 MeV, they sometimes deposit only their partial energies in the detection
volume and make background events around 50 keV. Contributions of these backgrounds
to the measured energy spectrum are discussed in the following sections.

4.3.1 Radon backgrounds

Detector materials may contain some amount of 238U and 232Th. Radioactive noble
gases of 222Rn and 220Rn are generated in the 238U and 232Th decay series, respectively.
Half-lives of 222Rn and 220Rn are 3.82 days and 55.6 s, respectively. A gas circulation
system with cooled charcoal was installed NEWAGE-0.3b” detector and it is effective for
removing 222Rn. On the contrary, because of the short half-life, it is not effective for
220Rn. Radons and these daughter nucleus diffused in the gas volume generate alpha
particles and they can be backgrounds.

During the dark matter search, the peak spectrum of alpha particles generated by
radon backgrounds was observed around 6 MeV. Total measured spectrum and the time
dependency of the rate are shown in Figure 4.3.1 and 4.3.2. In order to estimate the
amount of 222Rn and 220Rn in the gas volume, we simulated the energy spectrum by
these radons using a Geant4 simulation.

222Rn and 220Rn decay to the daughter nuclei of 218Po and 216Po with emissions of
alpha-rays. More than 90% of the daughter nuclei are known to be positively charged [86],

75



and considered to drift to the drift plane where negative high voltage was applied. Since
the half-life of 218Po and 216Po are longer than the typical drift time of several micro
seconds, they are considered to stick to the drift plane and decays in the place. Thus, the
probability that alpha particles from 218Po and 216Po emitted into the detection region
of 𝜇-TPC is halved; i.e. the other half goes into the drift plane. The daughter nucleus
of 218Po and 216Po decay on the drift plane and the probability is halved as well. The
properties of emitted alpha particles from radons are summarized in Table 4.3.1 and 4.3.2.
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Figure 4.3.1: Observed and simulated spectra of alpha particles generated by radon de-
cays. The black dots are the measurement data. The green histogram represents simulated
spectrum of 222Rn decay. The red histogram is sum of 222Rn and 220Rn.
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Table 4.3.1: Properties of emitted alpha particles from the decay chain of 222Rn.

Isotope 222Rn 218Po 214Po

Energy of alpha ray (MeV) 5.490 6.003 7.687

Branching ratio (%) 100 99.98 99.98

Probability of entering into the gas (%) 100 50 50

Table 4.3.2: Properties of emitted alpha particles from the decay chain of 220Rn.

Isotope 220Rn 216Po 212Bi 212Po

Energy of alpha ray (MeV) 6.288 6.779 6.051 8.785

Branching ratio (%) 100 100 36.0 64.0

Probability of entering into the gas (%) 100 50 50 50

We simulated the energy spectrum from alpha particles generated in the decay chains
of 222Rn and 220Rn considering the properties above. In order to estimate the amount of
222Rn and 220Rn, we compared the measured spectrum with simulated spectrum assuming
various abundance ratio of 222Rn and 220Rn, and various energy resolution. The most
likely spectrum is shown in Figure 4.3.1. The contents of 222Rn and 220Rn were (5.3 ±
2.1) × 10−1 mBq/m3 and 5.7 ± 0.3 mBq/m3, respectively.

Moreover, we simulated the rate of radon backgrounds in the low energy region of
50-400 keV using the amounts of radon obtained above by a Geant4 simulation. The
simulated spectrum of 222Rn and 220Rn are shown in Figures 4.3.3 and 4.3.4 along with
all cuts (red points) and without roundness-cut (blue points), respectively.

The spectra with all cuts and without roundness-cut have a cut-off around 300 keV.
This is because the Length-Energy cut effectively discriminates alpha-rays from carbon
and fluorine nuclei at energy of more than 300 keV. Since the alpha backgrounds decaying
near the center of the detection volume (A in Figure 4.1.1) have long track lengths, they
are removed by the Length-Energy cut. The dominant events contained in the spectra
with all cuts and without roundness-cut are alpha-rays from the decays around the drift
plate and the GEM (A′ in Figure 4.1.1). These events stop on the drift plate and the
GEM and have short track length. Therefore they can pass through the Length-Energy
cut. The roundness-cut is effective for events with a short drift length or small 𝑧. Hence
the roundness-cut removes events around the GEM and the expected rate with all cuts
is about half of the one without roundness-cut. The calculated background rates from
radons are summarized in Table 4.3.3.
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Figure 4.3.3: Expected energy spectra
by 222Rn. The black points are the ex-
pected rate in the fiducial volume. The
red (blue) points indicate the spectrum
after all cuts (without roundness-cut).
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Figure 4.3.4: Expected energy spectra
by 220Rn. The black points are the ex-
pected rate in the fiducial volume. The
red (blue) points indicate the spectrum
after all cuts (without roundness-cut).

Table 4.3.3: Summary of the expected rate of 222Rn and 220Rn backgrounds. The values
in brackets show errors (%).

Expected rate of 222Rn (counts/keV/kg/days) with error (%)

50-60 keV 60-100 keV 100-400 keV

Fiducial only 1.2 × 10−2 (40) 8.7 × 10−3 (20) 6.9 × 10−3 (7.5)

Without roundness-cut 7.7 × 10−3 (41) 6.8 × 10−3 (20) 4.7 × 10−3 (8.3)

All cuts 4.7 × 10−3 (41) 4.3 × 10−3 (21) 2.3 × 10−3 (8.8)

Expected rate of 220Rn (counts/keV/kg/days) with error (%)

Fiducial only 1.3 × 10−1 (8.6) 1.0 × 10−1 (4.7) 8.1 × 10−2 (1.9)

without Roundness-cut 9.6 × 10−2 (9.7) 8.5 × 10−2 (5.1) 4.8 × 10−2 (2.4)

All cuts 5.5 × 10−2 (12) 5.0 × 10−2 (6.3) 2.3 × 10−2 (3.3)

Total expected rate (counts/keV/kg/days) with error (%)

Fiducial only 1.5 × 10−1 (8.6) 1.1 × 10−1 (4.6) 8.8 × 10−2 (1.8)

without Roundness-cut 1.0 × 10−1 (9.5) 9.2 × 10−2 (5.0) 5.2 × 10−2 (2.3)

All cuts 5.9 × 10−2 (12) 5.4 × 10−2 (6.0) 2.5 × 10−2 (3.1)
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4.3.2 Surface 𝛼-rays

We measured the alpha-ray emission rate of the LA𝜇-PIC using an UltraLo-1800 low-
background 𝛼-ray counter made by XIA LLC [87]. The analysis method of the alpha rays
was established by the XMASS group [88]. This detector can measure the contamination
of 210Pb and 210Po in the sample with a high sensitivity. Also from the shape of the
energy spectrum, we can determine whether the radioactive contaminations are on the
surface of the sample or inside. Since alpha rays from 210Po decay has 5.3 MeV, we defined
4.8 MeV < 𝐸 < 5.8 MeV as the surface component. The measured emission rate of the
surface component was (2.1 ± 0.5) × 10−4 alpha/cm2/hr [71]. A candidate for the origin
of the surface background was embedded daughter nuclei of radon decay in the air. If
the material was placed in an atmosphere with a typical radon concentration for several
days, this level of radioactivity could be explained [89].

Using the measured emission rate, we simulated the expected spectrum from the LA𝜇-
PIC background. Figure 4.3.5 shows the obtained spectrum by a Geant4 simulation. The
Length-Energy cut removed a large part of the events passing through GEM hole (B in
Figure 4.1.1). Remaining backgrounds are so-called gap events between the LA𝜇-PIC
and the GEM (B′ in Figure 4.1.1). Since these events locate at low 𝑧, the roundness-cut
removed these gap events effectively (red points). The calculated rate is summarized in
Table 4.3.4.
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Figure 4.3.5: Expected spectra of the LA𝜇-PIC surface background. The black points
are the expected rate in the fiducial volume. The blue points are the spectrum without
roundness-cut. The red triangle points are upper limit with all cuts.
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Table 4.3.4: Summary of the expected rate of the LA𝜇-PIC surface background. The
values in brackets show errors (%).

Expected rate of the LA𝜇-PIC surface (counts/keV/kg/days) with error (%)

50-60 keV 60-100 keV 100-400 keV

Fiducial only 2.6 (24) 1.3 (13) 1.6 × 10−1 (6.8)

without Roundness-cut 8.2 × 10−1 (25) 8.6 × 10−2 (23) < 3.5 × 10−4

All cuts < 1.1 × 10−2 < 2.6 × 10−3 < 3.5 × 10−4

4.3.3 Summary of internal backgrounds

The total internal backgrounds are summarized in Table 4.3.5

Table 4.3.5: Summary of the expected rate of the total internal backgrounds. The values
in brackets show errors (%).

Expected rate of the total internal background (counts/keV/kg/days) with error (%)

50-60 keV 60-100 keV 100-400 keV

Fiducial only 2.7 (23) 1.4 (12) 2.5 × 10−1 (4.4)

Without roundness-cut 9.2 × 10−1 (22) 1.8 × 10−1 (11) 5.2 × 10−2 (2.3)

All cuts 5.9 × 10−2 (12) 5.4 × 10−2 (6.0) 2.5 × 10−2 (3.1)

4.4 Summary of the background studies

Here we summarize the background simulations and discuss the main background
source of the NEWAGE-0.3b” detector. In order to compare the measurement with the
simulation, the results of expected rate obtained above sections are converted into the
expected number of events by normalizing with the experimental livetime and the target
mass in the fiducial volume. The predicted number of events in the energy region of 50-
60 keV is summarized in Table 4.4.1. Results on the other energy regions are described
in Figures 4.4.1 and 4.4.2. The measured number of events are in good agreement with
predicted one within errors in both with and without roundness-cut. Especially, simu-
lated spectrum without roundness-cut described in Figure 4.4.1 reproduced the shape of
measured one.

The 222Rn backgrounds was reduced by the gas circulation system with cooled charcoal
and their contribution was found to be negligible. Ambient gamma-rays and ambient
neutrons contribute some part of the backgrounds, and these backgrounds can be reduced
with some shields. The important point is that the internal backgrounds of 220Rn and
the LA𝜇-PIC surface would remain and they would become dominant backgrounds. The
material screening and replacing the detector components are needed.
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Table 4.4.1: Summary of the predicted numbers of background events and measured
numbers in the energy region of 50-60 keV.

Source w/o roundness w/ roundness

Ambient gamma-rays 4.6 ± 2.7 1.5 ± 1.5

Ambient neutrons (4.8 ± 1.2) × 10−1 (3.5 ± 0.9) × 10−1

222Rn (8.6 ± 3.5) × 10−2 (5.3 ± 2.2) × 10−2

220Rn 1.1 ± 0.1 (6.1 ± 0.7) × 10−1

LA𝜇-PIC surface 9.1 ± 2.3 < 1.2 × 10−1

Total background 15 ± 3.5 2.5 ± 1.5

Measurement 12 ± 3.5 2.0 ± 1.4
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Figure 4.4.1: Predicted and measured spectra without roundness-cut. The violet his-
togram is contributed by the ambient neutrons. The green stacked histogram shows the
ambient gamma-rays. The blue stacked histogram is contributed by the 222Rn and 220Rn
backgrounds. The red stacked histogram is the LA𝜇-PIC surface backgrounds.
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Figure 4.4.2: Measured number of events and expected one with roundness-cut in each
energy-bin. The black dots are measurement data. The black dotted line and blue shaded
area indicate expected numbers and errors, respectively.

4.5 Future prospects

Since several backgrounds prevented this work from the dark matter search of the
DAMA region, a further background reduction is needed. In addition, the more statistics
would help to claim the strong evidence of the dark matter. In this section, we estimate
the rejection power of the isotropic background model when we use a large-size 𝜇-TPC
on the order of 1 m3 and reduce the backgrounds.

The expected rate of the dark matter was calculated using the signal Monte Carlo
simulation. The WIMP-proton cross section claimed by the DAMA experiment is about
3 pb for the 100 GeV dark matter mass according to Ref. [62]. The expected signal rate
is known to be 0.20 counts/keV/kg/days in the energy region of 50-60 keV. In order to
ensure one hundred of the signal-to-noise ratio, the background rate should be less than
O(10−3) counts/keV/kg/days.

Internal backgrounds are the radon background and the LA𝜇-PIC surface background.
While these backgrounds have the rate of O(1) counts/keV/kg/days (see Table 4.3.5),
they are known to locate at low 𝑧 (around the LA𝜇-PIC and the GEM) and high 𝑧

position (around the drift plate). Recently, a discovery of minority carriers in CS2 +
O2 gas mixtures by the DRIFT group opened the potential of an absolute 𝑧 coordinate
measurement in self-triggering TPCs [90]. Moreover, an SF6 negative ion gas which can be
handled easily was found to retain the same advantage as the CS2 + O2 gas mixture [91].
The negative ion gas TPC enables to reduce these backgrounds using the 𝑧 fiducialization.

External backgrounds are the ambient gamma-rays and neutrons. These backgrounds
can be reduced by the external shields comprising of materials like lead (Pb) and water
(H2O). We estimated the background rate penetrating a water shield by using the Geant4
simulation (Figures 4.5.1 and 4.5.2). Since the water of 150 cm in thickness reduce
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by two order of magnitude, the background rate of the ambient gamma-rays reaches
O(10−3) counts/keV/kg/days assuming the same gamma rejection power of NEWAGE-
0.3b”. It should be noted that this estimation was performed with a very simple geometry
and the actual gamma-ray rate might be higher than this result due to the back-scatterings
into the gas volume. In addition, the neutron flux would be reduced by one order of
magnitude using water of 10 cm. Therefore the water of more than 150 cm such as a big
cylindrical water tank, surrounding the 𝜇TPC , will acts as a passive shielding against
these external backgrounds.
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Figure 4.5.1: Energy spectra of ambient gamma-rays penetrating a H2O shielding. The
black, red, blue lines show the case for no shielding, 100 cm of Pb and 150 cm of Pb,
respectively.
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Figure 4.5.2: Energy spectra of ambient neutrons penetrating a H2O shielding. The black,
red, blue lines show the case for no shielding, 5 cm of H2O and 10 cm of H2O, respectively.
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The p-value for rejecting the hypothesis of the isotropic background model was calcu-
lated by using a same procedure as described in Section 3.4. Here we assumed a large-size
detector on the order of 1 m3 whose specifications are summarized in Table 4.5.1. Eigh-
teen modules of the 𝜇TPC, each with 28×28 cm2 of the fiducial area and 44 cm of the
drift length, constituted the fiducial volume of 620 L. The dark matter signal counts were
expected to be about 60 in the energy region of 50-60 keV with one year’s observation.
Expected p-values with various angular resolutions are shown in Figure 4.5.3. It suggests
that the angular resolution better than 30 degree is needed in order to reject the isotropic
background model with 90% confidence level. The main cause of the deterioration of the
angular resolution in the large size detector is the diffusion effect during the electron drift.
However the negative ion gas TPC has a very small diffusion thanks to the negative ion
drift. Considering both aspects of the background reduction and the angular resolution,
the negative ion gas TPC is appropriate for the directional dark matter search in DAMA
region.

Table 4.5.1: Specifications of the large size detector.

Gas medium SF6

Fiducial volume 620 L (28 × 28 × 44 cm3 × 18)

Pressure 20 Torr (0.026 bar)

Target mass 79 g
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Figure 4.5.3: P-value for the rejection of the isotropic background model with various
angular resolutions. The black dotted line shows the median. The green and yellow area
shows ±1𝜎 and ±2𝜎, respectively.
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Chapter 5

Conclusion

We developed a low background 𝜇TPC detector, NEWAGE-0.3b”, for the directional
dark matter search. An LA𝜇-PIC which is a two-dimensional tracking gaseous detector
made of low radioactive materials was installed in NEWAGE-0.3b” detector in 2017. A
directional dark matter search in Kamioka underground laboratory was carried out from
June 2018 to November 2018. Total exposure was 1.1 kg·days and the observed events in
the energy region of 50-60 keV was two. A directional analysis was performed and the
significance of a WIMP signal was insufficient to claim a discovery. Therefore we derived
exclusion limits on the Spin-Dependent WIMP-proton cross section with a minimum of
50 pb for 100 GeV/c2 WIMPs at 90% confidence level. This result improved the sensitivity
by about 15 times compared to the previous result and marked the best direction-sensitive
limit.
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Appendix A

Environment variables

In order to ensure the measurement stability, several detector-status and environ-
ment variables were monitored during the data-taking. The values are summarized in
Table A.1 and the time variations are shown in Figure A.1-A.7. Although the LA𝜇-PIC
voltage, current and the drift voltage have several spike values, these are attributed to
the maintenance work of the detector. The data in that time was not be used in the
dark matter search. Since the vacuum vessel had a leak, the gas pressure increased. The
pressure increase rate of RUN22-1 and RUN22-2 were 0.12 Torr/days and 0.25 Torr/days,
respectively.

Table A.1: Summary of the detector-status and environment variable values. The fluc-
tuation of the gas pressure is defined by the difference of the maximum and minimum
pressure. Others are defined by the standard deviation.

Parameter Value Fluctuation (%) Figure

Anode voltage 470 V < 1 A.1

Anode current 4 nA 4 A.1

Drift voltage 4.1 kV < 1 A.2

Drift current 22 𝜇A 3 A.2

Gas pressure 76 Torr +15 −2 A.3

Gas-flow rate 1100 mL/min 3 A.4

Coolant temperature 230 K < 1 A.5

Detector temperature 34 ◦C 2 A.6

Room temperature 34 ◦C 2 A.7
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