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The person with an articulation disorder has problems forming speech sounds

properly. Although the voice is one of the most natural communication tools for

human beings, the voices of persons with articulation disorders are difficult to

understand for people around them. To improve the quality of their life, there is

a critical need for voice-driven assistive systems.

In the field of speech processing, numerous researches have been proposed

and remarkable progress has been made in fields with access to a large amount of

training data. However, there has been very little benefit for persons with speech

disorders because these systems are trained on “typical” speech. To achieve a

system that works well for disordered speech, in this paper, we tackle the following

two problems: limited data availability and difference in a speech style. First, it

is difficult to collect a sufficient amount of speech data to train the model owing

to a physical burden. Second, their speech style differs significantly from that

of physically-unimpaired persons. Therefore, an approach specifically tailored to

overcome these problems of impaired speech data is needed.

To solve these problems, this paper proposes the following two approaches:

conversion and recognition. Voice conversion (VC) is a technique for converting

paralinguistic information in speech, while preserving the linguistic information

in the utterance. Although the most popular VC application is speaker conver-

sion, VC also can be applied for emotion conversion and assistive technology.
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Automatic speech recognition (ASR) is a technique for translating human speech

into text by a computer program.

VC can be applied to improve the intelligibility of disordered speech. However,

the conventional VC methods such as the Gaussian mixture model-based one

require parallel data to train the models. Parallel data is aligned speech data

from the source and the target speakers so that each frame of the source speaker’s

data corresponds to that of the target speaker. Because both speakers must

utter the same articles, the cost to collect such data is high. We propose a

dictionary learning framework using non-negative Tucker decomposition where

the dictionary denotes the weight matrix to be used for conversion. This method

allows us to use naturally spoken speech data without any constraints of the data

structure to train the model.

To train the ASR model using a sufficient amount of training data, we pro-

pose a transfer learning method using multiple databases. To be specific, we use

three different sources of data: speech data from a target speaker with an ar-

ticulation disorder, speech data from physically unimpaired persons in the same

target language, and speech data of persons with articulation disorders in other

languages. We assume that the phonetic or linguistic characteristics are depen-

dent on language and the dysarthric characteristics are independent of language.

Our method can transfer these characteristics into the target model of a person

with an articulation disorder from the additional databases.

The face or lip movements can be complementary information for ASR. In the

case of persons with articulation disorders resulting from severe hearing loss, their

speech style is quite different from those of people without hearing loss. Some

people with hearing loss can communicate by reading the lip shape and making

the proper lip shape. Therefore, we propose an audio-visual speech recognition

system for them. In this study, we extract a bottleneck feature that represents

aggregated phonetic information from neural networks.

As mentioned above, we raise two problems and introduce two approaches.

Our proposed methods contribute to not only our evaluated tasks but also various

assistive technologies in the fields where a large amount of data may not be

available.
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Chapter 1

Introduction

1.1 Background

The person with an articulation disorder has problems forming speech sounds

properly. Although the voice is one of the most natural communication tools

for human beings, the voices of persons with articulation disorders are difficult

to understand for people around them. Because they do not have an intellectual

disability, they can act with definite intent. If making communication go smoothly

is realized, the quality of their life is dramatically improved. Therefore, there is a

critical need for voice-driven assistive systems. In this paper, we focus on persons

with articulation disorder resulting from the athetoid type of cerebral palsy and

the severe hearing loss.

Cerebral palsy results from damage to the central nervous system, and the

damage causes movement disorders. In the case of a person with this type of artic-

ulation disorder, his/her movements are sometimes more unstable than usual [1].

That means their utterances (especially their consonants) are often unstable or

unclear due to the athetoid symptoms. Athetoid symptoms also restrict the

movement of their arms and legs. Most people suffering from athetoid cerebral

palsy cannot communicate by sign language or writing, so there is great need for

systems to understand their speech [2].

Severe hearing loss refers that speech is inaudible without hearing aids or

cochlear implants. Although the persons without hearing loss can control the

volumes of their voices and their speaking style in a noisy environment, those with
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1. INTRODUCTION

hearing loss cannot do it, because they cannot hear ambient sound. Therefore, it

is difficult for people around them to recognize utterances using only the speech

signal. Reading lips (“lip reading”) is one communication skill that can help

some of the persons with severe hearing loss communicate better. People who

can use lip reading as the communication tool can make the proper lip shape [3].

So, the lip movement of the speaker can be used to compensate for utterance

recognitiont [4].

There are three approaches to assistive technology for a person with an ar-

ticulation disorder. The first is text-to-speech (TTS) that is a technique for

converting the given text into human-like speech. In this approach, the user

must type in what you want to say. However, in the case of the person with an

articulation disorder, it is difficult to use the keyboard or cellular phone owing

to athetoid symptoms. The second is voice conversion (VC) that is a technique

for converting the specific information in speech while preserving the other infor-

mation. If we convert dysarthric speech into non-dysarthric speech, we can use

the VC method to obtain a converted voice that has high intelligibility [5]. On

the other hand, if we convert non-dysarthric speech into dysarthric speech, we

can use the converted speech as an additional speech data to train a model for

various tasks [6]. The third is automatic speech recognition (ASR) that is a tech-

nique for converting the speech signal into its corresponding sequence of words or

other linguistic entities. In this approach, we can visually understand disordered

speech as the corresponding text. The recognized transcription can also be used

for an input text on TTS. Because we consider that there is great benefit for the

voice-driven systems, this paper adopts the VC and ASR approaches.

Most existing works to develop VC and ASR systems require a large amount

of training data. However, it is difficult to collect such data of persons with ar-

ticulation disorders owing to a physical burden. Therefore, a method that can

train models from the limited amount of training data is needed. Moreover, their

speech style differs significantly from that of physically-unimpaired persons. A

speaker-independent ASR system trained using physically unimpaired persons

hardly recognize their speech. The model should have a mechanism to learn

dysarthric characteristics effectively. This paper focuses on an approach specifi-

cally tailored to overcome these problems of impaired speech.
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1.2 Approaches

For the assistive technology of dysarthric speech, this paper introduces two ap-

proaches: conversion and recognition.

1.2.1 Conversion-based approach

Feature extraction

Alignment

Model training

Conversion

Feature extraction

Speech generation

Source speaker’s 

speech

Target speaker’s 

speech

Converted speech

Source speaker’s 

speech

Training stage Conversion stage

Parallel data

Figure 1.1: Flowchart of a typical VC system

Figure 1.1 shows a system flow of most VC systems. The system can broadly

be divided into two stages: training and conversion. Both stages begin with

feature extraction. In this process, acoustic features, such as mel-frequency cep-

stral coefficients (MFCC), cepstral coefficients (CC), linear prediction coefficients

(LPC) , or mel generalized cepstrum (MGC) are extracted from the speech sig-

nals. In the training stage, the extracted time-series features are aligned to adjust

the time positions of the source speaker’s features and target speakers’ features
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as necessary. Such aligned data is called “parallel data” that is a pair of speech

signals to be produced by the source and the target speakers uttering the same

sentence. Dynamic time warping (DTW) [7] is often used for the alignment pro-

cess. In the conversion stage, the acoustic features are extracted from the source

speaker’s speech and fed to the model, resulting in acoustic features that are sup-

posed to be those of the target speakers. Finally, the features are back-projected

into a speech signal. Then we obtain converted speech.

Various statistical approaches of VC have been studied so far as discussed

in [8, 9]. Among these approaches, the Gaussian mixture model (GMM)-based

mapping method [10] is most widely used, and a number of improvements have

been proposed [11, 12, 13]. Other VC methods, such as approaches based on non-

negative matrix factorization (NMF) [14, 15], neural networks (NNs) [16], and

restricted Boltzmann machines (RBMs) [17, 18], have been also proposed. In this

paper, we employ NMF-based VC. This approach can provide a natural-sounding

converted voice [19] by avoiding over-smoothing and over-fitting problems re-

ported in [12] that used the other statistical approaches such as GMM-based

VC.

NMF [20] is one of the most popular sparse representation methods. NMF de-

composes the input observation into two matrices — the basis matrix and weight

matrix. The goal of NMF is to estimate these two matrices from the input ob-

servation. In this paper, we refer to the basis matrix as the “dictionary” and the

weight matrix as the “activity”. It is assumed that the dictionary and the activity

represent the speaker identity and the phonemic information, respectively. By re-

placing the source speaker dictionary with that of the target speaker, the original

speech spectrum is converted to that of the target speaker. If we assume that the

dictionary also represents the dysarthric characteristic, VC can be used for the

conversion between dysarthric and non-dysarthric speech. The NMF-based VC

method results in a more natural-sounding converted voice [19] compared with

conventional VC methods.
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Feature extraction

Model training Recognition

Feature extraction

SpeechTranscription

Transcribed text

Speech

Training stage Recognition stage

She had your dark suit …

Don't ask me …

Figure 1.2: Flowchart of a typical ASR system

1.2.2 Recognition-based approach

Figure 1.2 shows a system flow of a typical ASR system. The system can broadly

be divided into two stages: training and recogntion. Both stages begin with

feature extraction, as well as VC. In the training state, the speech signal and

the associated transcription are required. In the recognition stage, unknown

utterances are transcribed using the trained model.

The main part in ASR is acoustic pattern matching that detect and classify

possible acoustic pattern from the acoustic feature. The most important progress

has been achieved using techniques based on the DTW, hidden Markov mod-

els (HMM), and neural networks (NN). In the DTW-based ASR system [21],

given the input acoustic pattern, the system seeks the best matching pattern

from the templates while minimizing errors between the input pattern and each

template. Although DTW is a non-parametric technique, it has been shown that

DTW can be considered as a special case of HMMmodeling, which is a parametric

technique and improves recognition accuracy [22, 23]. In line with the progress of

deep learning, deep neural networks (DNN) was introduced to estimate the pos-
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terior probability of an HMM state [24, 25, 26]. More recently, end-to-end (E2E)

ASR has gained popularity [27, 28]. This system folds all the modules of the ASR

system into a single NNs. In this paper, we employ E2E ASR.

In recent years, E2E ASR shows promising results in various tasks with its

extremely simplified training and decoding schemes [29, 30]. Unlike traditional

HMM-based ASR systems, E2E ASR models learn all the components of the ASR

system jointly. Therefore, it is easy to develop ASR systems for new applications

and configurations. Moreover, the NNs can represent the complex nonlinear

transformation by stacking the hidden layers that have different functions. We

assume that the E2E ASR approach is effective against atypical speech such as

disordered speech.

1.3 Purpose of This Thesis

To achieve an ASR system that works well for dysarthric speech, in this paper,

we tackle the following two problems: the limited data availability and the differ-

ence in a speech style. This paper proposes one VC algorithm and two different

ASR algorithms for each practical task. All our methods focus on the speech

data of persons with two types of articulation disorders: the cerebral palsy and

the severe hearing loss. The proposed methods correspond to the following key

words: parallel-data-free, transfer learning, and multimodality. Fig. 1.3 shows

the relationships of our proposed method.

1.3.1 Three Proposed systems

1.3.1.1 Parallel-data-free VC

A person with an articulation disorder may not be able to utter the given text

clearly due to athetoid symptoms. In conventional NMF-VC, models are trained

using parallel data which results in the speech data requiring elaborate pre-

processing to generate parallel data. NMF-VC also tends to be an extensive model

as this method has several parallel exemplars for the dictionary matrix, leading

to a high computational cost. In Chapter 4, an innovative parallel dictionary-

learning method using non-negative Tucker decomposition (NTD) is proposed.
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Assistive Technology
Dysarthric 

speech

Conversion Recognition

Parallel-data-free VC 

(Chapter 4)

MultimodalUnimodal

ASR

Transfer learning for 

end-to-end ASR 

(Chapter 5)

Multimodal ASR using 

bottleneck feature 

(Chapter 6)

Figure 1.3: Flow of this thesis

The proposed method uses tensor decomposition and decomposes an input ob-

servation into a set of mode matrices and one core tensor. The NTD-based

dictionary-learning method estimates the dictionary matrix for NMF-VC with-

out using parallel data. The effectiveness of our method is confirmed in both

parallel and nonparallel settings.

1.3.1.2 Transfer learning for ASR

In Chapter 5, we present an E2E speech recognition system for Japanese per-

sons with articulation disorders resulting from athetoid cerebral palsy. Because

their utterance is often unstable or unclear, speech recognition systems struggle

to recognize their speech. Recent deep learning-based approaches have exhib-

ited promising performance. However, these approaches require a large amount

of training data, and it is difficult to collect sufficient data from such dysarthric

people. We proposes a transfer learning method that transfers two types of knowl-

edge corresponding to the different datasets: the language-dependent (phonetic

and linguistic) characteristic of unimpaired speech and the language-independent

characteristic of dysarthric speech. The former is obtained from Japanese non-
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dysarthric speech data, and the latter is obtained from non-Japanese dysarthric

speech data. In the proposed method, we pre-train a model using Japanese

non-dysarthric speech and non-Japanese dysarthric speech, and thereafter, we

fine-tune the model using the target Japanese dysarthric speech. To handle the

speech data of the two different languages in one model, we employ language-

specific decoder modules. Experimental results indicate that our proposed ap-

proach can significantly improve speech recognition performance compared with

other approaches that do not use additional speech data.

1.3.1.3 Multimodal ASR using bottleneck feature

An audio-visual (multimodal) speech recognition system for a person with an

articulation disorder resulting from severe hearing loss is proposed in Chapter 6.

Similar to articulation disorder resulting from athetoid cerebral palsy, the speech

style of a person with this type of articulation disorder is also quite different

from those of people without hearing loss, thus a speaker-independent model for

unimpaired persons is hardly useful for recognizing his/her voice. In addition,

the persons with hearing loss cannot control the volumes of their voices and

their speaking style even when there is a lot of background noise, because they

cannot recognize that noise. Therefore, to recognize their speech is especially

difficult in a noisy environment. The lip shape is an important interface for com-

munication for some persons with hearing loss. We investigate in this study an

audio-visual speech recognition system in noisy environments, where a robust fea-

ture extraction method using a convolutive bottleneck network (CBN) is applied

to audio-visual data. The bottleneck feature extracted from CBN is a compact

representation that aggregates the phone-associated information. We confirmed

the effectiveness of this approach through word-recognition experiments in noisy

environments, where the CBN-based feature extraction method outperformed the

conventional methods.

1.3.2 Novelties of This Thesis

This paper proposes new algorithms for three practical tasks.
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In NMF-based VC, parallel-data-free conversion is achieved. Many expan-

sion of NMF-based VC based on parallel data has been proposed [31, 32]. Our

proposed method will also release the constraint of the data structure for these

methods.

The use of multiple databases is proposed for dysarthric ASR. In fields with

access to a limited amount of training data, our approach enables to obtain a

well-trained model. This approach is also useful as a data augmentation in such

fields.

By using the visual modality, the recognition accuracy is compensated effec-

tively. Experimental results show the multimodal approach is effective in the

noisy environment. Our method can be expanded using not only the lip images

but also the cheek or throat images.

1.4 Outline

Starting in Chapter 2, we list some feature extraction methods related to speech

processing. In Chapter 3, basics of VC and ASR are described. In Chapter 4,

parallel-data-free VC is described. Chapter 5 describes a novel framework of

transfer learning that uses multiple databases. In Chapter 6, multimodal ASR

using the bottleneck feature is described. Finally, Chapter 7 concludes the thesis.

9





Chapter 2

Acoustic Features

In this chapter, we review common signal processing used in voice conversion (VC)

and automatic speech recognition (ASR). First, we explain short-time Fourier

analysis that is a kind of linear time-frequency analysis to obtain a localized spec-

trum in time domain. Second, cepstrum analysis, which is a fundamental method

to extract important information from a speech signal, is presented. Third, we

discuss MFCC, which is a well-known feature in speech signal processing. Finally,

an analyzing speech synthesis method using vocoder is presented.

2.1 Speech signal processing

2.1.1 Short-time Fourier analysis

Short-time Fourier analysis is a method for analysing time-varying waveforms in

the frequency domain. A number of fundamental concepts and definitions of this

analysis can be found in [33, 34]. A typical speech processing system extracts an

acoustic feature based on short-time Fourier analysis.

Short-time analysis depends on windowing of the speech signal to isolate a

short-time interval for spectral analysis. The short-time analysis interval is called

a frame, and the length of the frame is called the frame length. The windowing

proceeds along the time axis by shifting an appropriate interval to represent the

temporal dynamic feature. The shifting interval is called the frame shift.
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Let a continuous speech signal be denoted s(t) and the window function by

w(t− τ), the signal after windowing is given as:

x(t, τ) = s(t)w(t− τ), (2.1)

where τ is a time when the window is applied. x(t, τ) is a signal as a function of

time t with the window position τ .

In practice, the continuous time signal x(t, τ) are quantized by sampling and

digitizing for computer processing. Suppose that the continuous signal x(t, τ)

is sampled at a sampling period of T seconds, the discrete sampled data results

in xm(n), where n indicates discrete time and m corresponds to the time when

a window is applied. The corresponding discrete Fourier transform (DFT) of a

discrete sample sequence {xm(n)} is defined as:

Xm,k =
N−1∑
n=0

xm(n)e
−j 2π

N
kn (2.2)

where N and k are the number of sampled data to be analyzed (frame length) and

an index of the discrete frequency, respectively. This operation is called a short-

time Fourier transform. The DFT transforms a sequence of the real numbers into

a sequence of the complex numbers, which is defined as:

Xm,k = |Xm,k| exp(jarg[Xm,k]), (2.3)

where |Xm,k| is the magnitude/amplitude spectrum, and arg[Xm,k] is the phase

spectrum. |Xm,k|2 is the power spectrum. The inverse discrete Fourier trans-

form (IDFT) is defined as:

x̃m(n) =
1

N

N−1∑
k=0

Xm,ke
j 2π
N

kn (2.4)

A fast algorithm for computation of the DFT is called an fast Fourier trans-

form (FFT) and is normally applicable where N is a power of 2.
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2.1 Speech signal processing

2.1.2 Cepstrum analysis

The speech signal is generated from vibrations of the vocal cord. The vibration

passes the vocal tract of the speaker and arrives at the listener’s ears or a micro-

phone. When we vibrate our vocal chords and change the shape of our mouth and

vocal tracts, the sounds of various phonemes such as /a/ or /i/ can be generated.

This speech generating process is modeled as a source-filter model (Figure 2.1).

The filter associated with the vocal tract is called the formant and the fundamen-

tal frequency from the vibration is called the pitch. In speech signal processing,

the information related to the formant that determines phonemes is reasonably

important. Therefore, when the system recognizes a given speech, we obtain

better results with the formant information than with the original spectrum.

One well-known technique for extracting formants is cepstrum analysis [35].

The cepstrum is obtained as follows: 1) execute Fourier transform to the given

speech, 2) take absolute and logarithm, and 3) execute inverse Fourier transform.

The observed speech signal results in a convolution of the vocal cord (the

excitation) and the vocal tract impulse response in the time domain. By applying

the spectrum analysis, its spectrum is the product of the vocal cord and the filter

spectra in the frequency domain. Letting G(ω) and H(ω) be the spectrum of

the vocal cord and the tract, respectively, the spectrum of the speech S(ω) is

represented as

S(ω) = G(ω) ·H(ω). (2.5)

When we apply a logarithm and inverse Fourier transform to Eq. (2.5), we obtain

log |S(ω)| = log |G(ω)|+ log |H(ω)| (2.6)

and

ĉ(d) = DFT−1{log |S(ω)|} (2.7)

= DFT−1{log |G(ω)|}+DFT−1{log |H(ω)|}, (2.8)

where ĉ(d) indicates the d-th cepstrum (d is quefrency axis).

When we regard each spectrum in Figure 2.1 as a signal, we notice that

the vocal cord G(ω) signal changes rapidly, and the vocal tract H(ω) signal

13
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Figure 2.1: Source filter model: speech sound can be generated by multiplying

spectra of the vocal cord vibration (source) and spectra of the vocal tract (filter).

changes slowly by contrast. By applying an inverse Fourier transform to these

signals, G(ω) locates at high quefrency owing to its periodic high frequency,

and H(ω) locates at low quefrency owing to its smoothed spectral envelope.

This separable representation is very suitable to the deconvolution of speech

and this analysis is called cepstral analysis. Therefore, the vocal tract infor-

mation DFT−1{log |H(ω)|} can be extracted by liftering (low-pass filtering in

quefrency) as ĉl(d). To obtain the spectral envelope, we invert ĉl(d) into the log

amplitude spectrum by DFT and then calculate the exponential function of it.

Figs. 2.2 and 2.3 show the flow and results of the cepstral analysis.

2.1.3 MFCC

The cepstrum feature introduced in the previous section was obtained as a linear

log spectrum and is called the linear frequency cepstral coefficient; LFCC). On

the other hand, there is another formant extraction method, MFCC [36] is ex-

tracted from the transformation on the mel-scale, which approximates the human

auditory scale sensitive to pitch.

When we, human beings, hear something, auditory sensitivity becomes poorer

as pitch increases. That means that the frequency resolution is very low at high

frequencies and high at low frequencies. The relationship is not linear but non-

linear, as approximated by

f ′ = 1127.01048 log(1 +
f

700
), (2.9)
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DFT log|  |Speech

Window

DFT Exp[  ]× IDFT

Cepstral window

×

A B C D

Figure 2.2: The flow of the cepstral analysis.

(a) Windowed speech signal (b) Cepstrum of the voiced sound (c)  Log amplitude spectrum

Figure 2.3: Result of the cepstral analysis for the voiced sound. (a) the windowed

speech signal following pre-emphasis (corresponds to A in Fig 2.2), (b) the cepstrum

(corresponds to C in Fig 2.2), (c) the log amplitude spectrum and the spectral

envelope (correspond to B and D in Fig 2.2).

where f ′ is the mel frequency. Typically, we use filter-bank representation instead

of using the coefficients themselves. In the MFCC approach, mel-filter-banks as

shown in Figure 2.4 are used. Each filter is triangular, and outputs the sum value

of the multiplication. The power spectrum of the mel-scale frequency M(i) is

obtained by

M(i) =

f ′
i+1∑

f=f ′
i−1

Wi(f) · |X(f)|2. (2.10)

From Eq. (2.10), the MFCC can be calculated as follows:

Mcep(d) = DFT−1{logM(i)}. (2.11)

MFCC contains some useful information on representing speech using a small

numbers of dimensions, therefore most works in speech signal processing, specif-

ically in speech recognition, deal with these features. However, as the MFCC

is based on a filter-bank calculation, it is, in general, difficult to reconstruct

the speech signal from the obtained MFCC because the values in a filter-bank

are summed up with the weights. Milner and Shao proposed an approximation

approach for speech reconstruction from MFCC using a source-filter model [37].
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Figure 2.4: Mel-scale filter banks

Other approaches such as using a z-transform [38, 39] and using a mel-log spectral

approximation (MLSA) filter [40] have also been proposed.

2.1.4 Vocoder

Vocoder is an analysis and synthesis method for speech signal processing. This

paper uses WORLD [41], which is provided by Morise and is written as C++ and

MATLAB codes. This tool decomposes a speech signal into three parameters:

fundamental frequency (F0), spectral envelope and aperiodicity. The analysis

and synthesis quality is fairly high, so many researchers in speech signal process-

ing use it. Figure 2.5 depicts the common way of using WORLD to modify a

speech signal. The spectral envelope extracted using WORLD resembles formant

information in cepstrum analysis. Therefore, in voice conversion, we usually mod-

ify the spectrum envelope and the F0 to the desired ones; we do not change the

aperiodic parameters at the synthesis stage. We can also extract MFCC features

from the WORLD spectrum.

Because the vocoder is designed for the physically unimpaired person, speech

uttered by persons with articulation disorders may cause the misestimation of

parameters. Although the vocoder is a convenient tool for speech analysis and

synthesis, estimated parameters should be carefully used.

STRIAGHT [42, 43] is a vocoder provided by Kawahara. In [44], Kawa-

hara proposed advanced version of STRIAGHT, which is named as “TANDEM-
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F0
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Figure 2.5: Modifying a speech signal using WORLD.

STRAIGHT”. WORLD was proposed to reduce the computational cost of TANDEM-

STRAIGHT without deterioration. Ahocoder [45] is also used in some VC and

text-to-speech application.
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Chapter 3

Conventional methods

In this chapter, we review the conventional voice conversion (VC) and automatic

speech recognition (ASR) methods. First, conventional statistical VC methods

are explained [46, 47]. Next, conventional ASR methods are described [29, 48].

3.1 Conventional VC Methods

In order to estimate the models, most existing VC approaches need sets of speech

signals where the same sentences are uttered by a source and a target speaker.

Furthermore, the training data must be aligned at the frame level. The aligned

data is called parallel data, and is often obtained using dynamic time warp-

ing (DTW) or dynamic programming (DP) [7, 49, 50]. Such feature vectors are

used for training each model. Let us refer to the D-dimensional feature vectors

in each frame of the source and target speakers as x and y, respectively. Assum-

ing the parallel data includes T frames, the training data consists of the source

speaker’s set X ∋ {xt}Tt=1 and the target speaker’s set Y ∋ {yt}Tt=1.

3.1.1 GMM-based VC

3.1.1.1 Gaussian Mixture Model (GMM)

A Gaussian mixture model (GMM) is a statistical probabilistic model for repre-

senting observed data that can be categorized into sub-components. Each com-

ponent is represented as a multivariate Gaussian distribution N(x;µ,Σ) with
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p(x|Θ)

x

p(x)

0

Figure 3.1: Example of a Gaussian mixture model (M = 2).

parameters of a D-dimensional mean vector µ and a variance matrix Σ, defined

as

N(x;µ,Σ) =
1√

(2π)D|Σ|
exp

(
−1

2
(x− µ)TΣ−1(x− µ)

)
, (3.1)

where x, µ, and Σ have the elements as follows:

x =


x1

x2
...
xD

 , µ =


µ1

µ2
...
µD

 , Σ =


σ2
11 σ2

12 · · · σ2
1D

σ2
21 σ2

22

...
...

. . .
...

σ2
D1 · · · · · · σ2

DD

 , (3.2)

and (·)T and |·| indicate the transpose and determinant of the matrix, respectively.

GMM represents the overall distribution of the data using a weighted sum of

the components. The probability density function (pdf) of GMM is defined as

p(x|Θ) =
M∑

m=1

αmN(x;µm,Σm), (3.3)

where M indicates the number of mixtures. Θ is a set of parameters of GMM,

which contains αm, µm, and Σm for all m.

Figure 3.1 shows an example of a one-dimensional GMM that has two compo-

nents, depicted by a solid line. The GMM was obtained from the weighted sum

of the two Gaussian distributions, depicted by dotted lines.

GMM parameters can be estimated using the expectation maximization (EM)

algorithm [51]. The algorithm repeats E-step (expectation) and M-step (maxi-

mization) by turns. First, all parameters are randomly initialized. In the E-step,
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3.1 Conventional VC Methods

we calculate a Q-function (expectation of log-likelihood) defined as

Q(Θ̂|Θ) = E[log p(x,m|Θ̂)]p(m|x,Θ)

=
M∑

m=1

p(m|x,Θ) log p(x,m|Θ̂), (3.4)

where

p(x,m|Θ̂) =
N∏

n=1

p(xn,m|Θ̂)

=
N∏

n=1

α̂mN(xn; µ̂m, Σ̂m). (3.5)

Therefore, Eq. (3.4) becomes

Q(Θ̂|Θ) =
∑
k

∑
n

p(m = k|xn,Θ) log α̂k

+
∑
k

∑
n

p(m = k|xn,Θ) logN(xn; µ̂k, Σ̂k). (3.6)

In the M-step, update rules for each parameter are derived to maximize the

Q-function (Eq. (3.6)). The derived update rules are

α̂k =
1

N

N∑
n=1

p(k|xn,Θ), (3.7)

µ̂k =

∑
n p(k|xn,Θ)xn∑
n p(k|xn,Θ)

, (3.8)

Σ̂k =

∑
n p(k|xn,Θ)(xn − µ̂k)(xn − µ̂k)

T∑
n p(k|xn,Θ)

, (3.9)

where p(k|xn,Θ) is the probability that xn is sampled from the k-th component,

which is calculated by

p(k|xn,Θ) =
αkN(xn;µk,Σk)∑
k αkN(xn;µk,Σk)

. (3.10)

3.1.1.2 Conversion Based on Maximum Likelihood Estimation

When it comes to voice conversion based on GMM, we modeled a joint probability

of the source and the target speakers using GMM. Therefore, this model is called
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3. CONVENTIONAL METHODS

the joint density GMM (JD-GMM). In the training stage of the JD-GMM, we

use a joint vector Z that concatenates the source speakers vector X = [xT∆xT]T

and target speakers vector Y = [yT∆yT]T. (i.e., Z = [XTYT]T). The probability

p(Z) is modeled using GMM as follows:

p(Z|Θ(z)) =
M∑

m=1

αmN(Z;µ(z)
m ,Σ(z)

m ), (3.11)

where µ
(z)
m and Σ(z)

m consist of

µ(z)
m =

[
µ

(x)
m

µ
(y)
m

]
, Σ(z)

m =

[
Σ(xx)

m Σ(xy)
m

Σ(yx)
m Σ(yy)

m

]
. (3.12)

The parameters µ
(x)
m and Σ(xx)

m , and the parameters µ
(y)
m and Σ(yy)

m correspond

to the source speaker’s and target speaker’s Gaussian distributions, respectively.

The parameter Σ(xy)
m (= Σ(yx)

m

T
) indicates the covariance matrix between the ob-

served data X and Y. In voice conversion, we usually use a diagonal matrix for

Σ(xx)
m , Σ(xy)

m , and Σ(xx)
m because full-covariance matrices involve the estimation of

a lot of parameters.

At the conversion stage (assuming that the parameters Θ(z) have already been

estimated), we consider the probability of Y given an input X. That is

p(Y|X,Θ(z)) =
∑
allm

p(m|X,Θ(z))p(Y|X,m,Θ(z))

=
T∏
t=1

M∑
m=1

p(m|Xt,Θ
(z))p(Yt|Xt,m,Θ(z)) (3.13)

where m = {m1,m2, · · · ,mT} is a mixture component sequence. The probabili-

ties on the right side in Eq. (3.13) are represented as

p(m|Xt,Θ
(z)) =

αmN(Xt;µ
(x)
m ,Σ(xx)

m )∑M
n=1 αnN(Xt;µ

(x)
n ,Σ(xx)

n )
(3.14)

p(Yt|Xt,m,Θ(z)) = N(Yt;E
(y|x)
m,t ,D(y|x)

m ) (3.15)

E
(y|x)
m,t = µ(y)

m +Σ(yx)
m (Σ(xx)

m )−1(Xt − µ(x)
m ) (3.16)

D(y|x)
m = Σ(yy)

m −Σ(yx)
m (Σ(xx)

m )−1Σ(xy)
m . (3.17)
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A time sequence of the converted feature vector ŷ is determined as follows:

ŷ = arg maxP (Y|X,Θ(z)). (3.18)

Eq. (3.18) is performed under the linear conversion between the static feature

vectors y and the static and dynamic feature vectors Y

Y = Wy (3.19)

where W is a transformation matrix [52].

Eq. (3.13) is approximated with a single mixture component sequence as fol-

lows:

p(Y|X,Θ(z)) ≃ p(m̂|X,Θ(z))p(Y|X, m̂,Θ(z)). (3.20)

m̂ denotes the suboptimum mixture component sequence, which is determined

as follows

m̂ = arg maxP (m|X,Θ(z)). (3.21)

The logarithm of the likelihood function is written as

log p(Y|X, m̂,Θ(z)) = −1

2
YTD

(y|x)
m̂

−1
Y +YTD

(y|x)
m̂

−1
E

(y|x)
m̂ + cons (3.22)

where

E
(y|x)
m̂ = [E

(y|x)
m̂1,1

,E
(y|x)
m̂2,2

, · · · ,E(y|x)
m̂T ,T ] (3.23)

D
(y|x)
m̂ = diag[D

(y|x)
m̂1,1

,D
(y|x)
m̂2,2

, · · · ,D(y|x)
m̂T ,T ]. (3.24)

we can estimate the most probable ŷ as follows:

ŷ = (WTD
(y|x)
m̂

−1
W)−1WTD

(y|x)
m̂

−1
E

(y|x)
m̂ . (3.25)

We can also maximize the logarithm of the likelihood function of Eq. (3.13) by

employing the EM algorithm ,however, there is little difference in the conversion

accuracy between it and the suboptimum mixture component sequence [53].

23



3. CONVENTIONAL METHODS

3.1.1.3 Problems

It is often reported that the GMM-based VC includes over-smoothing problems

and over-fitting. The over-smoothing arises because the parameters of multiple

Gaussian components are estimated by averaging observations with similar con-

text descriptions. As a result, the outputs distribute near the modes of each

component. Over-fitting problems come from this complexity. If we supply more

Gaussian components, the model is over-fitted to the training data.

Some methods to tackle the over-smoothing problems have been proposed.

Toda et. al. proposed a Global Variance (GV) of converted spectra over a time

sequence [53]. A modulation spectrum is used for advanced methods of GV in [54].

3.1.2 ARBM-based VC

An adaptive restricted Boltzmann machine (ARBM) [18] is proposed for VC. An

ARBM-based VC requires neither the parallel data of a source speaker and target

speaker, nor the parallel data of reference speakers.

3.1.2.1 Adaptive restricted Boltzmann machine

An ARBM is defined as a graphical and probabilistic model based on a restricted

Boltzmann machine (RBM) [55]. RBM is an undirected graphical model that de-

fines the distribution of visible unit with binary hidden units. In addition to these

units, an ARBM has identity units that represent which speaker utters the sen-

tence. Although an RBM was originally introduced as a method of representing

binary-valued data, an ARBM uses real-valued data similar to Gaussian-Bernoulli

RBM (GBRBM) [56, 57]. The joint probability p(v,h, s) of real-valued visible

units v ∈ RI , binary-valued hidden units h ∈ BJ (B is a space that takes 0 or

1.), and binary-valued identity units s ∈ BK is defined as follows:

p(v,h, s) =
1

Z
e−E(v,h,s),

E(v,h, s) =
1

2
(v − b)⊤Σ−1(v − b)− v⊤Σ−1W(s)h− c⊤h, (3.26)

where b ∈ RI , c ∈ RJ , W(s) ∈ RI×J , Σ = diag(σ2) are model parameters of the

ARBM, indicating a bias vector of visible units, a bias vector of hidden units,
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3.1 Conventional VC Methods

the speaker-adaptive weight matrix between visible units and hidden units, a

variance matrix of the visible units, respectively. I, J , andK indicate the number

of visible units, hidden units, and identity units, respectively. The standard

deviations associated with Gaussian visible units are σ2 = [σ2
1, · · · , σ2

I ]. Z =∫ I
Σh,se

−E(v,h,s)dIv is the normalization constant.

A speaker-adaptive weight matrix is defined as follows:

W(s) = A⊗3 sW̄ +B⊗3 s, (3.27)

where W̄ ∈ RI×J is a speaker-independent weight matrix, and third-order tensors

A ∈ RI×J×K and B ∈ RI×J×K adapt W̄ for the specific speaker. X⊗dy indicates

an operator that takes an inner product of a third-order tensor X unfolded along

with the dth mode and a vector y.

Because there are no connections between visible units and hidden units, the

conditional probabilities form simple equations as follows:

p(v|h, s) = N(v|W(s)h+ b,Σ), (3.28)

p(h|v, s) = S(W(s)⊤Σ−1v + c), (3.29)

where S(·) and N(·|µ,Σ) indicate an element-wise sigmoid function and multi-

variate Gaussian probability density function with the mean µ, and variance-

covariance Σ．

Given a training data set {vn, sn}Nn=1, the parameters are estimated to maxi-

mize the log-likelihood of a collection of visible units L = log
∏

n p(vn, sn). Dif-

ferentiating this log-likelihood with respective to θ, we obtain:

∂L

∂θ
= ⟨∂E(v,h, s)

∂θ
⟩data − ⟨

∂E(v,h, s)

∂θ
⟩model, (3.30)

where ⟨·⟩data and ⟨·⟩model indicate expectations of input data and the inner model,

respectively. However, it is usually difficult to compute the second term in

Eq. (3.30). Here, we use Contrastive Divergence [58] for the second term. Each

parameter is updated using stochastic gradient descent (SGD) from Eq. (3.30).
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3.1.3 Conversion based on ARBM

Each parameter of an ARBM is simultaneously estimated using training data

that contains the speech uttered by some reference speakers. Then, using a small

amount of speech data of the source speaker and the target speaker, we estimate

the additional adaptive parameters while fixing speaker-independent parameters.

Specifically, we replace A and B with As ∪3 At and Bs ∪3 Bt, where As, At, Bs,

and Bt are an adaptive matrix for the source speaker, an adaptive matrix for

the target speaker, a bias matrix for the source speaker, and a bias matrix for

the target speaker, respectively. ∪d indicates a concatenate operation along with

mode-d. In the conversion step, we calculate the latent features (hidden units)

from the input features (acoustic features) of the source speaker vs as follows:

ĥ ≜ S((AsW̄ +Bs)
⊤Σ−1vs + c). (3.31)

Because the column vectors of the adapted weight matrix are similar to the

patterns appearing in the source speaker’s acoustic features, an ARBM assumes

that the obtained latent features ĥ represent speaker-independent phonological

information. Therefore, when we convert the speaker identity of the speech, we

just calculate the visible units using the target identity without changing the

phonological information. The converted acoustic features for the target speaker

are obtained as follows:

v̂t = (AtW̄ +Bt)ĥ+ b. (3.32)

This equation shows that the converted speech is generated from the phonological

information ĥ and the target speaker-adaptive weight matrix.

3.2 Conventional ASR Methods

A typical ASR system consists of three components: signal processing, acoustic

modeling, and language modeling. In the signal processing stage, a speech signal

is converted into a sequence of an acoustic feature by the frame analysis. The

major signal processing methods are described in Chapter 2.1. The acoustic

modeling interprets these acoustic features into possible linguistic units, usually

26



3.2 Conventional ASR Methods

words. The language modeling determines valid linguistic words or sentences.

Among a process, it is not separable in practice. In the important progress of

ASR, there are three techniques based on the DTW algorithm, hidden Markov

models (HMM), and neural networks (NN).

3.2.1 DTW-based ASR

DTW, also known as dynamic programming (DP) matching, was introduced for

non-linear time alignment of speech patterns. DTW can effectively minimize

errors between two speech sequences. Suppose we are given the input acoustic

pattern X = {x1, ..., xT}, the recognition class is estimated as follows:

c̃ = arg min
c

D(X,Y c), (3.33)

where Y c = {yc1, ..., ycT ′} denotes the template that belongs the recognition class

c. D(·, ·) is a distance measure between two inputs calculated by DTW.

The DTW-based approach is a non-parametric technique, and many speech

templates are required to accommodate various uncertainties. This results in

extensive computational load in the decoding procedure, as well as an extended

training procedure. It has been shown that DTW can be considered as a special

case of hidden Markov modeling, which is a parametric technique and offers

flexibility and improved recognition accuracy [22, 23].

3.2.2 HMM-based ASR

In a HMM-based ASR framework, given an acoustic feature sequence X =

{x1, ..., xT}, a word sequence W = {w1, ..., wI} is estimated while maximizing

the posterior probability Pr(W |X) as follows:

W̃ = arg max
W

Pr(W |X) (3.34)

= arg max
W

Pr(X|W )Pr(W ), (3.35)

where Pr(X) can be ignored because we optimize potential word sequences for

the same observation X. The prior probability Pr(W ) of the word string itself

is estimated by a language model. An acoustic model estimates the conditional
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probability Pr(X|W ) that the generation probability of the acoustic feature se-

quence given the word sequence. Practically, in order to make it easier to handle,

Pr(X|W ) is decomposed as follows:

Pr(X|W ) ≃ max
P

Pr(X|P )Pr(P |W ), (3.36)

where P = {p1, ..., pM} denotes the phoneme sequence. Pr(P |W ) is the pronunci-

ation probability of the word, which is calculated from a pronunciation dictionary.

Finally, the generation probability Pr(X|P ) can be written as follows:

Pr(X|P ) ≃ max
S∈Φ(P )

∏
t

Pr(xt|st)Pr(st|st−1), (3.37)

where S = {s1, ..., sT} and Φ(P ) denote the hidden state sequence of HMMs

and a set of the hidden state sequence generated from the phoneme sequence

P , respectively. On ASR, a typical HMM represents output distributions by

Gaussian mixture model (GMM), then it is called GMM-HMM. In GMM-HMM

systems, Pr(xt|st) is defined as follows:

Pr(xt|st) =
∑
k

wst,kN(xt;µst,k,Σst,k), (3.38)

where µst,k, Σst,k and wst,k are the mean vector and the variance matrix in state

st with the kth mixture, and the mixture weight, respectively.

3.2.3 NN-based ASR

In the area of speech processing, the advent of deep learning has given rise to a

renewed interest in NN models. The current main stream of ASR is based on a

hybrid deep neural networks (DNN)-HMM [25] where DNN are used to calculate

the output probability Pr(xt|st) of HMMs. Hybrid DNN-HMM systems give a

significant improvement over GMM-HMM ASR systems.

In the DNN-HMM ASR procedure, we first train the acoustic model based

on GMM-HMM, then calculate a frame-wise state alignment. Next, we train

DNNs that predict the hidden state from the acoustic feature using the obtained

alignment as a correct label. If the jth kind of the hidden state is correct one,

the output of DNNs is enforced to be 1 at the jth dimension as well as 0 at the
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other dimensions. The output of DNNs represents the posterior probability for

hidden states as follows:

yt,j = Pr(st = j|xt). (3.39)

Because the HMM procedure requires the output probability Pr(xt|st), this

is replaced with the posterior probability Pr(st|xt) by using so-called pseudo-

likelihood trick [25] as follows:

Pr(xt|st) =
Pr(st|xt)Pr(xt)

Pr(st)
(3.40)

∝ Pr(st|xt)

Pr(st)
, (3.41)

where Pr(xt) is ignored because it does not depend on the state st. Pr(st) can

be regarded as the relative frequency of the state st in the training data.

The powerful DNN feature extraction can be one of the important properties.

GMM-HMM optimizes the Gaussian distribution from the handcrafted feature.

In contrast, DNNs that have multiple nonlinear transformations that projects the

input feature into an optimal space for discrimination and distinguishes the state

in that space. Therefore, the optimized feature extractor is incorporated into

DNN-HMMs, which is one of the reasons for performance improvement.

More recently, end-to-end (E2E) ASR [28, 59] has become a popular alterna-

tive to greatly simplify the model-building process of conventional ASR systems

by representing complicated modules with a single NN architecture. E2E ASR

models Pr(W |X) using DNNs. There are two major types of E2E architec-

tures: connectionist temporal classification (CTC) and attention-based method.

The CTC [60] uses Markov assumptions to efficiently solve sequential problems

by dynamic programming. The attention-based method [61] that has an encoder

and decoder modules uses an attention mechanism to perform alignment between

acoustic frames and linguistic units.
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Chapter 4

Non-parallel dictionary learning

for voice conversion using

non-negative Tucker

decomposition

The related publications for this chapter are [62].

4.1 The Motivation and Related Work

Parallel data — aligned speech data from the source and the target speakers, so

that each frame of the source speaker’s data corresponds to that of the target

speaker’s data — leads to several problems in the task of voice conversion (VC).

First, the data are limited to predefined statements (both speakers must utter

the same statements). Second, the training data (the parallel data) are not the

original speech data anymore, as the speech data are stretched and modified

along the time axis when aligned, and there is no certainty that each frame is

aligned perfectly. In the case of persons with articulation disorders, it is especially

difficult to collect their speech for calculating the parallel data owing to athetoid

symptoms. Hence, in this chapter, we propose a nonparallel VC method.

VC is a technique used to convert speaker-specific information in the speech

of a source speaker into that of a target speaker while retaining linguistic in-
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formation. Lately, VC techniques have been garnering particular attention [63],

and various statistical approaches to VC have been studied [8, 9] as these tech-

niques can be applied to numerous tasks [64, 65, 66, 67, 68]. Of these ap-

proaches, the Gaussian mixture model (GMM)-based mapping method [10] is the

most prevalent, and a number of enhancements have been proposed [11, 12, 13].

Other VC methods, such as approaches based on non-negative matrix factoriza-

tion (NMF) [14, 15, 69], neural networks [16], deep learning [70, 71], restricted

Boltzmann machines [17, 18, 72], variational autoencoders [73], and a genera-

tive adversarial network [74], have also been proposed. Notably, in recent years,

the NMF has outperformed GMM in parallel data conditions. Exemplar-based

NMF-VC retains the high naturality of the converted speech, and many of its

variants have been proposed [75, 76]. Although more recent deep learning meth-

ods require significantly large training data, NMF-VC requires comparatively less

training data. Therefore, this study focuses on NMF-VC.

NMF [20] is one of the most popular sparse representation methods. The

goal of NMF is to decompose the input observation into two matrices: the basis

matrix and weight matrix. In this study, the basis matrix is referred to as the

“dictionary,” and the weight matrix as the “activity.” The NMF-based method

can be classified into two approaches: the dictionary-learning approach [15] and

exemplar-based approach [77]. In the dictionary-learning approach, the dictio-

nary and activity are estimated simultaneously during the training, and the esti-

mated dictionary is used in conversion. However, in the exemplar-based approach,

the training data is straightaway used as exemplars in the conversion step. By

using the learned dictionary instead of the exemplars, the VC is executed with

lower computation times.

However, both the NMF-based approaches require parallel data for training

the models. As the dictionary is assembled from parallel data, the error of align-

ment in the parallel data might adversely affect VC performance. Several other

approaches have been proposed that do not use (or minimally use) parallel data

of the source and the target speakers [32, 78, 79]. For example, in [78], the spec-

tral relationships between two arbitrary speakers (reference speakers) is modeled

using GMMs and the source speaker’s speech is converted using the matrix that

projects the feature space of the source speaker into that of the target speaker
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through that of the reference speakers. In this study, the conventional NMF-based

VC method is expanded into a nonparallel VC method. A previous study [32]

proposed using the phone segmentation results from automatic speech recogni-

tion to construct a sub-dictionary for each phone for an exemplar-based NMF

voice conversion. This particular technique was applied to the nonparallel VC.

To tackle the nonparallel approach, a non-negative Tucker decomposition (NTD) [80,

81, 82]-based dictionary-learning method is proposed. The NTD is a non-negative

extension of the Tucker decomposition that decomposes the input observation

into a set of matrices and one core tensor. Tucker decomposition is generally

introduced to deal with a high-order tensor. In recent studies, Tucker decom-

position has been widely applied in visual question-answering systems [83] and

speech recognition [84]. As spectral features are used for input observation, a

set of matrices consists of two mode matrices for frequency and time and a core

tensor corresponding to a core matrix. It is assumed that these matrices corre-

spond to the frequency basis matrix, the phonemic information, and a codebook

between the frequency basis and each phone, respectively. In the proposed ap-

proach, the activity matrix in NMF is decomposed into the codebook and the

phonemic information. When learning the dictionaries, while the activity matrix

is shared between speakers using parallel data in the conventional NMF-VC, in

the proposed method, the codebook is shared between speakers and the phone-

mic information is dependent on a speaker. Hence, the time-varying phonemic

information can be captured for each speaker. During the conversion, only the

phonemic information matrix is estimated as the activity matrix. As the proposed

method can have time-dependent factors for each speaker, there is no necessity for

parallel data. To the best of authors’ knowledge, NTD-based VC has not been

attempted, except [85] where Tucker decomposition was used to represent the

speaker space and the conversion mechanism was based on GMM. The present

VC is based on NMF, and this approach is fundamentally different from those

presented previously [85]. Several methods have been proposed for tensor de-

composition [86, 87, 88]. In [86], NMF is applied to variational Bayesian matrix

factorization, where each observed entry is assumed to be a beta distribution. Shi

et al. [87] proposed tensor decomposition with variance maximization for feature

extraction. In [88], pairwise similarity information is incorporated into Tucker
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tensor decomposition. While these methods have useful properties, it is difficult

to adapt them directly to VC. NTD can be readily integrated with NMF-based

VC, because NMF is the 2nd-order case of the Tucker decomposition with the

non-negative constraint.

4.2 NMF-based Voice Conversion

NMF is a matrix decomposition method under non-negative constraints. The

basic idea behind decomposing a matrix X ∈ RF×T is to find two matrices W ∈
RF×K andH ∈ RK×T that minimize the distance betweenX andWH under non-

negative constraints. F and T represent the number of dimensions and frames.

In NMF, W is called a basis matrix and contains K bases in columns. H is called

an activity matrix and indicates the activity of each basis along the time index.

VC approaches using NMF are divided into two categories: supervised and

unsupervised approaches. The supervised approach, known as the exemplar-

based VC, estimates only the activity from observation and the dictionary must be

provided. However, the unsupervised approach, i.e., the dictionary-learning VC,

estimates both the dictionary and the activity from observation. The proposed

method is based on the latter, i.e., the dictionary learning approach.

4.2.1 Dictionary learning using NMF

Fig. 4.1 shows the basic approach of the dictionary-learning NMF-based VC [15],

where F , T , and K represent the number of dimensions, frames, and bases, re-

spectively. This VC method needs two dictionaries that are phonemically parallel.

Ws ∈ RF×K represents a source dictionary, and Wt ∈ RF×K represents a tar-

get dictionary. In exemplar-based VC, these two dictionaries consist of the same

words or sentences and are aligned with dynamic time warping (DTW), which

is comparable with the conventional GMM-based VC. In dictionary-learning VC,

these two dictionaries are estimated simultaneously and as a result have the same

number of bases.

For the training source speaker data Xs ∈ RF×T and the training target

speaker data Xt ∈ RF×T , two dictionaries Ws, Wt, and the activity H ∈ RK×T
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Figure 4.1: Basic approach of NMF-based voice conversion.

are simultaneously estimated. The cost function of this joint NMF is defined as

follows:

dKL(X
s,WsH) + dKL(X

t,WtH) + λ||H||1
s.t. ∀i, j Ws

ij,W
t
ij,Hij ≥ 0, (4.1)

where Xs and Xt represent parallel data, and ∀i, j A ≥ 0 indicates that each

element of a matrix A has a non-negative value. In Eq. (4.1), dKL(A,B) denotes

the Kullback-Leibler divergence between the two matrices A and B, and the

last term is the sparsity constraint with the L1-norm regularization term that

causes the activity matrix to be sparse. λ represents the weight of the sparsity

constraint. This function is minimized by iteratively updating parameters, as is

done in the traditional NMF.

This method assumes that when the source and the target spectra (which are

from the same words but spoken by different speakers) are expressed with sparse

representations of the source dictionary and the target dictionary, respectively,

the obtained activity matrices are approximately equivalent to each other. In the

conversion process, for the input source spectrogram Xs, only the activity Hs is

estimated while fixing the source dictionary Ws. The estimated source activity
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Hs is multiplied with the target dictionary Wt, and the target spectrogram X̂
t

is constructed as follows:

X̂
t
= WtHs. (4.2)

4.2.2 Problems

NMF-based VC has several problems. First, if the source and target utterances

are aligned using DTW in advance, the estimated parameters are affected by the

quality of the alignment. And a mismatch of alignment appears to persist. Aihara

et al. [75] have shown that this mismatch degrades the performance of exemplar-

based VC. Second, it appears that the activity matrix contains other information

along with the phonetic information. Aihara et al. [76, 77] assumed that the

activity matrix contains the phonetic information and speaker information, and

accordingly proposed certain frameworks to overcome this effect, thereby improv-

ing the performance of NMF-based VC. In this study, an alternative approach is

proposed. The activity matrix is decomposed into the speaker-shared matrix and

the speaker-dependent phonetic information matrix. This decomposition makes

parallel data unnecessary. Moreover, during the conversion, estimating only the

phonetic information matrix as the activity matrix is expected to improve the

accuracy of activity estimation.

4.3 Proposed Method

4.3.1 NTD

Given a non-negative N-way tensor, NTD [89] decomposes the input tensor into

a core tensor and a set of mode matrices that are restricted to have only non-

negative elements. In this study, as the spectral features are used as the input

observation, a core tensor is represented as a matrix, and there are two mode

matrices. Under these conditions, NTD is simply defined as follows:

X ≈ UGV⊤ s.t. ∀i, j Uij,Gij,Vij ≥ 0, (4.3)
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where X ∈ RF×T , U ∈ RF×M , V ∈ RT×L, and G ∈ RM×L represent an input

spectrogram, a mode matrix along the frequency axis, a mode matrix along the

time axis, and a core matrix, respectively. F , T , M , and L indicate the number

of frequency bins, frames, frequency basis, and time basis, respectively. The cost

function of NTD is defined as follows:

dKL(X,UGV⊤). (4.4)

NTD provides a general form of the non-negative tensor factorization including

a special case of NMF; updating algorithms have been proposed in [89]. These

updating algorithms are based on that NMF.

4.3.2 Dictionary learning using NTD

This section describes the method of estimating a parallel dictionary between

the source and target speakers by NTD. The objective function is represented as

follows:

αdKL(X
s,UsGVs⊤) + βdKL(X

t,UtGVt⊤)

+λ||Vs⊤||1 + λ||Vt⊤||1

s.t. ∀i, j Us
ij,U

t
ij,Gij,V

s
ij,V

t
ij ≥ 0, (4.5)

where Xs ∈ RF×Ts , Xt ∈ RF×Tt , Us ∈ RF×M , Ut ∈ RF×M , Vs ∈ RTs×L, Vt ∈

RTt×L, and G ∈ RM×L represent the source and target spectrograms, the source

and target frequency basis matrices, the source and target time basis matrices,

and a core matrix, respectively. α and β represent the weight of each term.

F , Ts, Tt, M , and L indicate the number of frequency bins, source and target

frames, frequency basis, and time basis, respectively. This function is minimized
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Figure 4.2: Decomposition of spectrograms to frequency bases and phonemic

information, using NTD.

by iteratively updating the following equations in the same manner as the NTD:

Us ←Us. ∗ (H̃
s
(Xs./UsH̃

s
)⊤./H̃

s
1(Ts×F ))⊤ (4.6)

Ut ←Ut. ∗ (H̃
t
(Xt./UtH̃

t
)⊤./H̃

t
1(Tt×F ))⊤ (4.7)

Vs ←Vs. ∗ ((Xs./W̃
s
Vs⊤)⊤W̃

s
)./(1(Ts×F )W̃

s
+ λ1(Ts×L)) (4.8)

Vt ←Vt. ∗ ((Xt./W̃
t
Vt⊤)⊤W̃

t
)/̇(1(Tt×F )W̃

t
+ λ1(Tt×L)) (4.9)

G←G. ∗ (Us⊤(Xs./X̃
s
)Vs +Ut⊤(Xt./X̃

t
)Vt)

./(Us⊤1(F×Ts)Vs +Ut⊤1(F×Tt)Vt) (4.10)

H̃
s
=GVs⊤, H̃

t
= GVt⊤,W̃

s
= UsG,W̃

t
= UtG,

X̃
s
=UsGVs⊤, X̃

t
= UtGVt⊤,

where .∗ and ./ denote elementwise multiplication and division, respectively. In

this framework, only a core matrix G is shared, and time-varying matrices Vs

and Vt are dependent on each speaker, as shown in Fig. 4.2. Therefore, there is

no necessity for parallel data.

After each matrix in the model is estimated, the source and target parallel

dictionaries are calculated as UsG and UtG, respectively. During conversion, for

the given source spectrogram Xs, only Vs is estimated as Xs = UsGVs⊤. Then,

the target spectrogram X̂
t
is obtained as X̂

t
= UtGVs⊤.
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It is assumed that Us and Ut represent the frequency basis matrices, and Vs

and Vt represent the phonemic information. As the core matrix is not dependent

on either the frequency or the time, this matrix represents the codebook between

the frequency bases and the phones. Based on this assumption, the core matrix

makes a correspondence between frequency bases and phones. Specifically, there

are L phones, and a spectrum of each phone is constructed using M frequency

bases. Although the information contained in the activity matrix is not only

the phonemic information, in conventional NMF-based approaches, the activity

matrix is assumed to contain only the phonemic information. Therefore, the

estimated activity is degraded. In contrast, the proposed NTD-based approach

specifically decomposes the activity matrix into the speaker-shared information

and the speaker-dependent phonemic information. Therefore, it is expected that

the performance of the activity estimation will be improved during conversion.

4.4 Experiments

4.4.1 Experimental Conditions

The proposed VC technique was evaluated in a speaker-conversion task using

clean speech data by comparing its results with the conventional GMM-based

method [11], the conventional NMF-based dictionary-learning method [15], and

an adaptive restricted Boltzmann machine (ARBM)-based method [18] that does

not use parallel data. For the evaluation, voice samples of speech data stored in

the ATR Japanese speech database [90] of three males and three females were

used. The sampling rate was 16 kHz. A total of 45 sentences were used for

training, and another 50 sentences were used for testing. Parallel data aligned

using dynamic programming matching (DPM) was used to train the GMM-based

and NMF-based methods. The proposed method and the ARBM-based method

do not require parallel data. As training data, the same utterances were used for

the source and the target speaker in the parallel setting, and completely different

utterances for each speaker were used in the nonparallel setting.

Parameter initialization has a significant impact on the conversion perfor-

mance. In this study, Vs and Vt are initialized randomly. Table 4.1 shows the
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Table 4.1: Algorithm for initializing parameters

Initializing in the parallel setting

• Set source and target parallel data Xs and Xt

• Optimize Ws, Wt, and H minimizing dKL(Xs,WsH) + dKL(Xt,WtH)

• Optimize Us, Ut, and G minimizing dKL(Ws,UsG) + dKL(Wt,UtG)

Initializing in the nonparallel setting

• Set source training data Xs

• Optimize Ws and Hs while minimizing dKL(Xs,WsHs)

• Set target training data Xt

• Optimize A and Ht while minimizing dKL(Xt,AWsHt) while fixing Ws

• Optimize Us, Ut, and G while minimizing dKL(Ws,UsG) + dKL(AWs,UtG)

initialization algorithm for Us, Ut and G. In the parallel setting, the initializa-

tion is based on the NMF framework using parallel data calculated by the source

and target training data. In the nonparallel setting, the initialization is based

on the NMF and NTD frameworks. This initialization method uses an adaptive

matrix [91]. Finally, initialized parameters are optimized by Equations (4.6) to

(4.10).

In the conventional NMF-based method and the proposed method, a 513-

dimensional WORLD spectrum [41] is used for spectral features. The hyperpa-

rameters α and β are used to control the length of the training data for the source

and the target speaker, respectively. These parameters were set as follows:

α = min(Ts, Tt)/Ts (4.11)

β = min(Ts, Tt)/Tt, (4.12)

where Ts and Tt represent the number of frames of source and target training data,

respectively. The sparse constraint λ was set to 0.2. The parameters are updated

until the convergence condition |Ft−Ft−1| < ϵ|FT | is fulfilled, where |Ft| indicates
a value of an objective function at an iteration t. ϵ was set to exp(−9). The

GMM experiments were implemented using sprocket [92]. In the conventional

NMF-based dictionary-learning method, the number of bases is 1,000. In the

ARBM-based method, a 32-dimensional Mel-cepstrum that was calculated from
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the 513-dimensional WORLD spectra was used as an input vector. Softmax

constraints were set to hidden units.

In this study, a conventional linear regression based on the mean and standard

deviation [11] was used to convert F0 information. Other information, such as

aperiodic components, was synthesized without any conversion.

The proposed method was evaluated both objectively and subjectively. Mel-

cepstral distortion (MCD) [dB] was used as a measure of the objective evaluations,

defined as follows:

MCD = (10/ ln 10)

√√√√2
24∑
d=1

(mcconvd −mctard )2 (4.13)

where mcconvd and mctard represent the d-th dimension of the converted and target

Mel-cepstral coefficients, respectively.

The subjective evaluation was based on “speech quality” and “similarity to

the target speaker (individuality)”. In the subjective evaluation, 25 sentences

were evaluated by 10 native Japanese speakers. To evaluate the speech quality,

a mean opinion score (MOS) test was performed. The opinion score was set to a

five-point scale (5: excellent, 4: good, 3: fair, 2: poor, 1: bad). For the similarity

evaluation, an XAB test was conducted, in which each participant listened to

the voice of the target speaker and then to the voice converted using the two

methods. The participant was then asked to judge which sample sounded most

similar to the target speaker’s voice.

4.4.2 Parameters

The performance of each method was evaluated using different parameters. One

male speaker and one female speaker were selected and male-to-female conversion

and female-to-male conversion was evaluated.

First, the performance of the conventional GMM-based VC was evaluated

using different number of mixtures. The results obtained when using 4, 8, 16,

32, 64, and 128 mixtures are shown in Fig. 4.3. A lower value indicates a better

result. As shown in Fig. 4.3, the optimal numbers were close to 8. Therefore,

eight mixtures were used in the subsequent experiments.
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Figure 4.3: Average MCD [dB] of the conventional GMM-based VC when varying

the number of mixtures.

Next, the performance of the conventional ARBM-based VC was evaluated

using a different number of hidden units. The results are shown in Fig. 4.4

when using 2, 4, 8, 16, 32, and 48 hidden units. As shown in Fig. 4.4, the

optimal number was around 32. Therefore, 32 hidden units were used in the later

experiments.
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Figure 4.4: Average MCD [dB] of the conventional ARBM-based VC when vary-

ing the number of hidden units.

Finally, the performance of the proposed method was evaluated using a dif-

ferent number of frequency bases. The results are shown in Fig. 4.5 when the
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numbers of frequency bases M were 100, 200, 300, 400, and 500. The optimal

number was around 200. Therefore, 200 was used as the number of frequency

bases in the subsequent experiments. In the experiments, to control the number

of dictionary bases during conversion, the number of time bases L was fixed to

1,000.
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Figure 4.5: Average MCD [dB] of the conventional NTD-based VC when varying

the number of frequency bases.

4.4.3 Experimental Results

In this section, the proposed method is compared with conventional GMM, NMF,

and ARBM-based methods.

Initially, the proposed method is compared with the parallel method in a par-

allel setting. Table 5.3 shows the average MCD values for male-to-female conver-

sion, female-to-male conversion, male-to-male conversion, and female-to-female

conversion. In this table, “Mi” and “Fj” indicate the i-th male speaker and j-

th female speaker, respectively, and src→ tar denotes the src-to-tar conversion.

The rightmost column in the table indicates the mean value for each method with

a 95% confidence interval. Here, a lower value indicates a better result. In these

experiments, the models were trained using parallel utterances. The GMM and

NMF frameworks require parallel data. For these, parallel utterances were used

to calculate the parallel data. Table 5.3 clearly demonstrates that the proposed
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Table 4.2: Average MCD [dB] using parallel utterances

Male-to-Female Female-to-Male Male-to-Male Female-to-Female
mean

M1→F1 M2→F2 M3→F3 F1→M1 F2→M2 F3→M3 M1→M3 M3→M2 F1→F3 F3→F2

GMM 6.67 7.35 6.76 6.60 6.97 7.04 6.41 7.36 6.42 7.21 6.88 ± 0.04

NMF 6.24 6.62 6.32 6.14 6.34 6.23 6.20 6.68 6.11 6.08 6.30 ± 0.03

NTD 6.12 6.50 6.31 6.04 6.23 6.08 6.05 6.66 5.99 5.86 6.19 ± 0.03

Table 4.3: Average MCD [dB] using nonparallel data

Male-to-Female Female-to-Male Male-to-Male Female-to-Female
mean

M1→F1 M2→F2 M3→F3 F1→M1 F2→M2 F3→M3 M1→M3 M3→M2 F1→F3 F3→F2

ARBM 6.52 6.69 6.27 6.48 6.76 6.62 6.98 7.04 6.37 6.21 6.59 ± 0.03

NTD 6.75 7.30 6.56 6.75 7.04 6.99 6.85 7.04 6.64 6.03 6.67 ± 0.04

NTD-based dictionary learning is not affected by the alignment error in DTW,

and hence yields 10.1% and 1.8% relative improvements when compared with the

conventional GMM-based method and the conventional NMF-based dictionary

learning, respectively. Moreover, it confirms that the proposed method achieved

a significantly better score than both the comparative methods, when using a

p-value test of 0.05.

Next, the method was compared with the nonparallel method in a nonparallel

setting. Table 4.3 shows the average MCD values for male-to-female conversion,

female-to-male conversion, male-to-male conversion, and female-to-female conver-

sion. These results show that the proposed method has a comparable performance

to the conventional nonparallel method, ARBM. However, the proposed method

achieved a notably worse score than the ARBM-based method, when using a

p-value test of 0.05. This difference is explained in the next section.

Fig. 4.6 shows the results of the MOS test on speech quality. The error bar

shows a 95% confidence interval. Here, a higher value indicates a better result.

M-to-F, F-to-M, M-to-M, and F-to-F denote male-to-female conversion, female-

to-male conversion, male-to-male conversion, and female-to-female conversion,

respectively. “NTD (para)” and “NTD (non-para)” denote the proposed method

with parallel utterances training and nonparallel utterances training, respectively.

The proposed method achieved a significantly better score than the conventional

methods. Specifically, NTD with the nonparallel setting showed the best results

across all conversions.
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Figure 4.6: MOS of speech quality.

Fig. 4.7 and Fig. 4.8 show the results of the XAB test. The error bar shows

a 95% confidence interval. For this test, a higher value indicates a better result.

In Fig. 4.7, the results of the proposed method and conventional NMF-based

dictionary-learning method are compared. In the male-to-female and female-to-

female conversions, the proposed method achieved a better score than NMF-

based dictionary learning. In the male-to-male and female-to-male conversions,

the proposed method achieved a lower score than NMF-based dictionary learning.

However, the difference between the two methods is not statistically significantly,

because p > 0.3 in the p-value test. The proposed NTD-based dictionary learning

without calculating parallel data showed comparable performance to the conven-

tional NMF-based dictionary learning, which requires parallel data. In Fig. 4.8,

the results of the proposed method and the ARBM-based VC are compared. In

conversions to male, the proposed method achieved a better score than ARBM-

base VC. In conversions to female, the proposed method achieved a lower score

than ARBM-based VC. In only the male-to-female conversion, the difference was

significant — p < 0.05. However, in other conversions, the difference was not

statistically significant. These tests show that the proposed nonparallel VC ap-

proach effectively converts the individuality of the source speaker’s voice to the

target speaker’s voice while preserving high speech quality.
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Figure 4.7: XAB test between NMF and NTD.
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Figure 4.8: XAB test between ARBM and NTD.

4.4.4 Discussion

In the objective evaluations, the proposed method achieved a better MCD value

than the conventional VC, which uses parallel data. This is due to the fact that

the proposed method is not affected by the mismatch of DPM. Moreover, the

proposed NTD-based method yielded better performance, although the number

of learned parameters decreased by approximately 60% of the conventional NMF-

based one. This result indicates that the proposed dictionary learning has better

spectral representation while keeping the number of bases of dictionaries constant

during conversion. In addition, the average difference in MCD between the pro-
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posed method and the ARBM-based method was approximately 0.08 dB. This

difference is relatively small. It is assumed that MCD is superior to the ARBM-

based method, as it uses Mel-cepstrum as an input feature, whereas NTD-based

methods use a WORLD spectrum. In the speech quality test, the proposed

method using nonparallel training data achieved a better MOS score than that

using parallel utterances. This is due to the model’s ability to learn diverse

phonemic information by using nonparallel data when compared with parallel

utterances. For example, n sentences are used for each speaker as training data.

In the instances using parallel utterances, which consist of the same context for

both speakers, the frequency base matrices Us and Ut and the codebook G are

learned from n context patterns. However, in the nonparallel setting, where a

different context was used for the source and target speakers, the frequency base

matrices and the codebook were learned from n and 2n context patterns, respec-

tively. A codebook was effectively learned while improving the generalization

ability. Therefore, the method using nonparallel data outperformed that using

parallel utterances.

4.4.5 Experiments on Voice Conversion Challenge 2018

The proposed method was also evaluated on the Voice Conversion Challenge (VCC)

2018 [93], which includes both parallel and nonparallel recordings from native En-

glish speakers from the US. VCC 2018 consists of a total of 12 speakers. Each

speaker has sets of 81 and 35 sentences for training and evaluation, respectively.

The recordings were down sampled to 16 kHz. Systems were conducted for the

16 combinations of source-target pairs.

The results of this objective evaluation are shown in Table 4.4. Our proposed

method did not outperform the GMM-based VC in the parallel setting, while

the NTD-based method achieved 3.89% relative improvement compared with the

ARBM-based method in the nonparallel setting. These results demonstrate that

our method is especially effective in nonparallel settings.
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Table 4.4: Average MCD [dB] on VCC 2018

GMM ARBM NTD

Parallel 6.55 7.03

Nonparallel 7.97 7.70

4.4.6 Experiments on Speech with an Articulation Disor-

der

Finally, we conducted a VC experiment on speech with the articulation disorder

resulting from the athetoid type of cerebral palsy. In this experiment, the source

speaker is one male speaker with the articulation disorder and the target speaker

is one physically unimpaired person. Fig. 4.9 depicts an example of the original

spectrogram uttered by the person with articulation disorder and its converted

spectrogram. As shown in this figure, the spectral power of the original speech is

weak in high-frequency range, and that degrades the intelligibility of the speech.

On the other hand, the middle- and high-frequency spectral power of converted

speech is successfully emphasized by the proposed method.

4.5 Chapter Conclusions

An innovative dictionary-learning method of NMF-based voice conversion was

proposed. It makes NMF-VC possible for nonparallel training. While exemplar-

based VC retains the naturality of the converted speech to a high degree, the

source and target dictionaries expand significantly. Although dictionary learning

VC achieves compact dictionary representation, the parallel dictionaries of the

source and target speakers are difficult to learn. These conventional NMF-VC

methods require parallel utterances by the source and target speakers to construct

the source and target dictionaries. In this study, a method parallel dictionary

learning for NMF-VC based on NTD was proposed, that does not require parallel

data during training. NTD decomposes an input observation into a set of mode

matrices and one core tensor. In the proposed framework, it is assumed that

NTD decomposes the spectrogram into the frequency basis matrix, phonemic
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Figure 4.9: Example of the original spectrogram uttered by the person with

articulation disorder (top) and its converted spectrogram (bottom). It is uttered/

b a n z a i/ (“hurrah” in English).

information matrix, and codebook matrix. Recently, several studies have been

conducted for NMF-VC, and the scope of possible applications is widening. It

is assumed that the proposed method assists these applications with nonparallel

training. It was confirmed that the proposed method achieved an almost identical

MCD to the conventional NMF-based dictionary learning that uses parallel data.

Furthermore, the performance of the proposed method was comparable to that

of the conventional ARBM-based method in a nonparallel setting.

In future work, we plan to apply the method to assistive technology for speak-

ers with articulation disorders. The speech of such speakers is considerably dif-

ferent from that of the speech of unimpaired persons, and it is difficult to align

correctly. The proposed method does not require the same texts of speech data

for the source and target speakers or the framewise matching between acous-

tic features of both speakers. Furthermore, the NTD-based dictionary learning

is a natural expansion of the NMF-based method, and it can read parallel and
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nonparallel data to learn the dictionary. Therefore, we also aim to investigate a

semi-supervised dictionary-learning method that improves the performance of a

model trained with a small set of parallel data using a large set of nonparallel

data.

In the real world, background noise deteriorates conversion performance. How-

ever, the proposed model has not been designed with noise robustness in mind.

In order to retain the quality of converted voices in a noisy environment, noise

robustness is required. In our previous study [94], a noise-robust NMF-based VC

was proposed, where the performance was improved by 25% compared with the

GMM-based method. As the currently proposed method is based on NMF-based

VC, it will be easy to apply the noise-robust conversion. The evaluation of our

proposed method for a noisy environment will be a topic for our future work.
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Chapter 5

Knowledge Transferability

between the Speech Data of

Persons with Dysarthria

Speaking Different Languages for

Dysarthric Speech Recognition

The related publications for this chapter are [95].

5.1 The Motivation and Related Work

5.1.1 Motivation

In this chapter, we focused on the problem of speech recognition for persons with

articulation disorders caused by the athetoid type of cerebral palsy. In the case of

persons with this type of articulation disorders, it is difficult to collect sufficient

speech data to train a model. However, most machine learning approaches require

a large amount of training data. Moreover, a speaker-independent ASR system

trained using the data of physically unimpaired persons is almost useless because

their speech style differing significantly from that of physically unimpaired per-
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Figure 5.1: Example of spectrogram uttered for /u ch i a w a s e/ of a physically

unimpaired person (top) and of a person with an articulation disorder (bottom).

These spectrograms are stretched using dynamic time warping to be more easily

observed.

sons. Therefore, to tackle these problems, we propose a transfer learning method

using an additional speech database.

Their utterances are often unstable or unclear owing to athetoid symptoms.

Fig. 5.1 depicts the spectrograms of a physically unimpaired person and of a per-

son with an articulation disorder for the Japanese word “uchiawase” (“meeting”

in English). As shown in this figure, the high-frequency spectral power of the

person with an articulation disorder is weaker in comparison to that of the phys-

ically unimpaired person, demonstrating the unclear speech of persons with an

articulation disorder, which makes their speech difficult to understand.

Automatic speech recognition (ASR) has been widely spread within services

such as personal assistants on smartphones. In addition, remarkable progress has

been made with respect to recent developments in deep learning for ASR [26, 96,

97] in fields with availability to a large amount of training data. However, there
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has been no significant beneficial use of ASR achieved for persons with speech

disorders as a result of differences in various speech styles and the limited amount

of the training speech data available. In the case of persons with articulation

disorders, owing to their speech style differing significantly from that of physically

unimpaired persons, a speaker-independent ASR system trained using the data of

physically unimpaired persons is almost useless. However, it is difficult to collect

sufficient speech data from persons with articulation disorders to train the model.

Therefore, there is a need for an approach specifically tailored to overcome the

low data availability of impaired speech.

To solve the problem of limited data availability, we employ transfer learn-

ing [98], which seeks to apply the knowledge learned in one or more domains or

tasks to another domain or task. To be specific, we use three different sources

of data: speech data from a target speaker with an articulation disorder, speech

data from physically unimpaired persons in the same target language, and speech

data of persons with articulation disorders in other languages. In our previous

work [99], a data-augmentation method based on an end-to-end ASR model was

proposed. The model comprises a dysarthria-specific encoder, a physically unim-

paired person-specific encoder, an English decoder, and a Japanese decoder. This

method has exhibited the ability to efficiently integrate the knowledge gathered

from the speech data of physically unimpaired Japanese-speaking persons, as well

as Japanese-speaking and English-speaking persons with articulation disorders.

However, it was difficult to train the model because it optimized all modules

simultaneously.

In this paper, we investigate the knowledge transfer of the language-dependent

characteristic corresponding to the speech of physically unimpaired persons as

well as the language-independent characteristic of the dysarthric speech. We

refer to a physically unimpaired Japanese-speaking person, an English-speaking

person with an articulation disorder, and a Japanese-speaking person with an ar-

ticulation disorder as JU, ED, and JD, respectively. As is widely known, a large

amount of speech data of physically unimpaired persons is publicly available.

We assume that knowledge of Japanese language-specific characteristics from JU

speech data can be transferred and applied to JD speech. Moreover, several

non-Japanese speech databases of persons with articulation disorders have been
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published [100, 101, 102, 103, 104]. The speech impairment and abnormalities

caused by dysarthria, such as imprecise consonants and distorted vowels, are com-

mon among speakers of different languages. Consequently, we assume that the

characteristics of dysarthric speech are independent of language. According to

these assumptions, we propose a method to transfer the knowledge learned from

these rich speech data sources to the problem of Japanese dysarthric speech recog-

nition, for which training data is insufficient. Utilization of the speech data from

physically unimpaired persons who speak the same language as the target speaker

has been considered in some literatures [6, 105, 106]. However, these studies only

considered the linguistic characteristics within the language. Following the as-

sumption that the characteristics of dysarthric speech are language-independent,

our work utilizes data from persons with articulation disorders who speak dif-

ferent languages in addition to using data from persons who speak the same

language as the target speaker. Compared to the random initialization without

using additional data, our proposed approach provides a considerable reduction

in phoneme error rate.

5.1.2 Related Work

Previously, we have published several research works on speech recognition for

JDs using speech data which was collected using our own methods. Instead of

using discrete cosine transform, we proposed robust feature extraction based on

principal component analysis [107], which provides more stable utterance data.

In [108], multiple acoustic frames as an acoustic dynamic feature to improve

the speech recognition rate of a person with dysarthria, particularly for speech

recognition using dynamic features only. We proposed feature extraction based

on a convolutional neural network to process small local fluctuations of speech

uttered by a person with an articulation disorder [109]. These methods handle

feature extraction and do not account for the limited amount of speech data

specific to persons with articulation disorders.

Voice conversion (VC) is an approach that can be used to mitigate the prob-

lem of limited data availability. Aihara et al. [110] have proposed a VC method
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Table 5.1: Popular dysarthric speech databases.

Database Description # Speaker # Utterance Type

Nemours [100] Short sentence 11 814 CP

UA speech corpus [101] Word 19 14,535 CP

TORGO [102] Word, Sentence 8 3,245+ CP, ALS

CP: cerebral palsy

ALS: amyotrophic lateral sclerosis

based on partial least square using a phoneme-discriminative feature that con-

verts a dysarthric voice into non-dysarthric speech. Jiao et al. [6] have proposed

a data-augmentation method based on convolutional generative adversarial net-

work (GAN) [111]. In [112], speech synthesis-based data augmentation was pro-

posed. The dysarthric-like speech was generated using temporal and speed mod-

ifications applied to speech of physically unimpaired persons, and this generated

speech dataset was used thereafter to train an ASR based on a deep neural net-

work. Vachhani et al.[105] have proposed a feature enhancement method based

on an autoencoder. This method implies training the autoencoder with the use

of a speech signal obtained from a physically unimpaired control speaker, after

which this speech data was used to convert dysarthric speech into an improved

feature representation.

Several public databases are available for clinical speech applications [100, 101,

102] as shown in Table 5.1. Several researchers have worked on developing an ASR

system using these databases [113, 114, 115]. However, speakers included in these

databases are English speakers, and there is no publicly available database with

speech data obtained from Japanese speakers. Therefore, establishing an ASR

for Japanese speakers with articulation disorders is very challenging.

Knowledge transferability across different languages allows performance im-

provements for a multilingual ASR system and is especially efficient for low-

resource languages. Considering multilingual speech recognition tasks, Toshniwal

et al. [116] have jointly trained a single ASR model across a dataset composed of

data corresponding to nine Indian languages; this approach has shown improve-
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ments over monolingual models. This suggests that an ASR model can provide

richer internal representation across several languages. To train a model, we

proposed an end-to-end speech recognition framework [99] that uses the speech

data of JUs, EDs, and a JD. This approach suggested a means to transfer knowl-

edge across a language for speech affected by dysarthria; however, the difficulty

related to model training remained. In contrast, the new method proposed in

this paper allows training a model easily on both the dysarthria-specific and

Japanese-specific acoustic characteristics.

5.2 Listen, attend and spell model

In this work, we employ an end-to-end ASR model for dysarthric speech recogni-

tion. Previous works on ASR have proposed various end-to-end learning models

combining acoustic and language models within a sequence-to-sequence frame-

work [61, 117]. Unlike ASR systems based on traditional hidden Markov models,

these models learn all components of the ASR system jointly. Therefore, it en-

ables the development of ASR systems for new applications and configurations. In

this work, we investigate an end-to-end ASR model based on the LAS model [118]

for dysarthric speech.

The LAS model [118] consists of a listener module and a speller module which

are trained jointly. The goal of this model is to generate the probability of a

grapheme sequence based on information from the previous graphemes and a

sequence of acoustic features. The model can be defined as follows:

P (y|x) =
∏
s

P (ys|x,y<s), (5.1)

where x = (x1, ..., xt, ..., xT ) and y = (y1, ..., ys, ..., yS) denote sequences of acous-

tic features and graphemes, respectively. Here, xt, ys, T , and S denote the

input acoustic feature frame, the posterior distribution of the output grapheme,

the number of the input acoustic features, and the output graphemes respec-

tively. A listener is an encoder-recurrent neural network (RNN) that trans-

forms an input sequence x of acoustic features into a high level representation

h = (h1, ..., hu, ..., hU), where hu and U ≤ T are the encoder output feature and
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x1 x2 x3 x4 xT

h1 hU

Figure 5.2: Network structure of the listener. Each layer has a pyramid structure

that takes every two consecutive frames of the output from the previous layer as

input.

the number of the encoder output sequence, respectively. A speller is a decoder

RNN that consumes h and produces a probability distribution over grapheme

sequence y.

The listener is organized as a stacked pyramid bidirectional long short-term

memory (pBLSTM) as shown in Fig. 5.2. The pyramid structure allows for

reducing the computational complexity and the convergence time and provides

the speller with the ability to extract the relevant information within a smaller

number of time steps. The listener is considered as the acoustic model in an ASR

system. Its operation is defined as follows:

h = Listen(x; θLis), (5.2)

where θLis denotes the parameters of the listener.

The speller is an attention-based long short-term memory (LSTM) transducer,

which is organized as a stacked unidirectional RNN. At each time step, the speller

produces a probability distribution over the subsequent graphemes conditioned

on all the graphemes obtained previously. The attention mechanism allows the

speller to generate the next output over graphemes encapsulating information

within the acoustic signal. The speller is considered as a language model in an
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ASR system. The speller operation is written as follows:

P (y|x) = P (y|h; θSpl) =
∏
s

P (ys|h,y<s; θSpl) (5.3)

= Spell(h; θSpl), (5.4)

where θSpl denotes the parameters of the speller.

The model is trained to optimize the discriminative loss as follows:

L(D, θLis, θSpl) = Ex,y∼D[− log(P (y|x))]. (5.5)

Here, D denotes the joint distribution over input sequence x and label sequence

y.

5.3 Proposed Method

In this section, we explain two knowledge transfer methods, using speech data

obtained from JUs and EDs, which could be used for speech recognition for a

JD. Our proposed ASR system is based on the LAS model. Considering the

JD dataset, let DJD be the joint distribution over the input sequence and the

corresponding label sequence. DED and DJU are analogously defined for the EDs

and JUs datasets, respectively. In this work, the speller produces a phoneme of

the corresponding language.

5.3.1 Transfer learning using the speech data obtained

from the physically unimpaired persons

In this section, we explain the intra-language knowledge transfer from the speech

data obtained from physically unimpaired persons to a speech representation for

a person with an articulation disorder. Fig. 5.3 depicts the overview of this pre-

training scheme. First, we pre-train a single LAS model using the speech data

obtained from physically unimpaired persons while adjusting the parameters to

minimize the loss function as follows:

θ̂Lis, θ̂Spl = arg min
θLis,θSpl

L(DJU , θLis, θSpl), (5.6)
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Listener Listener

SpellerSpeller

Japanese  
dysarthric speech

Japanese phoneme Japanese phoneme

Pre-training step Fine-tuning step

Copy

Copy

Japanese 
unimpaired speech

Figure 5.3: Training scheme of a single LAS model with pre-training using the

speech of JUs.

where θ̂Lis and θ̂Spl are the optimized parameters of the listener and speller,

respectively. It is assumed that these pre-trained parameters have appropriate

representation for producing Japanese phonemes. Then, obtained parameters

θ̂Lis and θ̂Spl are fine-tuned using the speech data taken from a person with an

articulation disorder, optimized as follows:

arg min
θ̂Lis,θ̂Spl

L(DJD, θ̂Lis, θ̂Spl). (5.7)

At the prediction step, we use the well-trained listener and speller parameters to

produce Japanese phonemes.

Inspired by our previous work [99], we constructed another model that con-

sists of two listeners and one speller for fine-tuning as shown in Fig. 5.4. One

is a dysarthria-specific listener called “D-Listener”, and the other is a physi-

cally unimpaired speaker-specific listener called “U-Listener”. This model is also

trained for optimizing parameters as follows:

L(DJD, θD-Lis, θ̂Spl) + L(DJU , θU -Lis, θ̂Spl), (5.8)

where θD-Lis and θU -Lis denote parameters of D-Listener and U-Listener and are

initialized to θ̂Lis before training. In this fine-tuning, the speller is initialized
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Listener D-Listener

SpellerSpeller

Japanese  
dysarthric speech

Japanese phoneme Japanese phoneme

Pre-training step Fine-tuning step

U-Listener

Copy

Copy

Japanese 
unimpaired speech

Japanese 
unimpaired speech

Figure 5.4: Training scheme of a two-encoder LAS model with pre-training using

the speech of JUs. The speech data of physically unimpaired persons are used to

explicitly separate dysarthria characteristics during the fine-tuning step.

to θ̂Spl and is shared between a person with an articulation disorder and the

physically unimpaired persons. The acoustic characteristic of dysarthric speech

considerably differs from that of the speech of a physically unimpaired person

owing to the athetoid symptoms. Therefore, we use the dysarthria-specific listener

for the speech data of JD.

5.3.2 Transfer learning using multilingual speech data ob-

tained from a person with dysarthria

In this section, we explain the knowledge transfer from the speech data obtained

from both JUs and EDs to a speech representation for JD. First, we config-

ure a shared listener called “S-Listener”, a Japanese speller called “J-Speller”,

and an English speller called “E-Speller”, as shown in Fig. 5.5. The S-Listener

is shared between EDs and JUs. This mechanism is similar to multitask learn-

ing [119]. Multitask learning simultaneously executes multiple tasks for one input

data. However, our proposed approach differs in that each input data from dif-

ferent domains is processed to estimate the phonemes of only the corresponding

language. E-Speller and J-Speller produce phoneme sequences in English and

Japanese, respectively. This model is optimized by adjusting the parameters to
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S-Listener

J-SpellerE-Speller

English  
dysarthric speech

English phoneme Japanese phoneme

Pre-training step Fine-tuning step

Listener

Speller

Japanese  
dysarthric speech

Japanese phoneme

Copy

Copy

Japanese 
unimpaired speech

Figure 5.5: Training scheme of a single LAS model with pre-training using the

speech of JUs and the speech of EDs. In the pre-training step, the speller is switched

according to the input language.

minimize the loss function as follows:

L(DED, θS-Lis, θE-Spl) + L(DJU , θS-Lis, θJ-Spl), (5.9)

where θS-Lis, θE-Spl, and θJ-Spl denote parameters of S-Listener, E-Speller, and

J-Speller, respectively. All components are learned jointly. We expect that this

cross-lingual mechanism will help the listener module capture a better high-level

representation containing both the dysarthria-specific characteristic and the ex-

pression capability of Japanese. Then, the obtained parameters θS-Lis and θJ-Spl

are jointly fine-tuned using speech data of JD with an articulation disorder, as

defined in (5.7).

5.4 Experiments

In this work, we conducted experiments on the speaker-dependent system for

each target speaker with dysarthria.

5.4.1 Experimental Conditions

Our proposed approach was evaluated on a phoneme recognition task suggested to

five Japanese-speaking males with articulation disorders. We repeatedly recorded
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Table 5.2: Dataset statistics gathered for JDs.

Speaker # words # phonemes # repetitions # utterances

JM1 204 1,639 3 612

JM2 210 1,687 5 1,050

JM3 216 1,731 5 1,080

JM4 215 1,721 3 645

JM5 213 1,705 3 639

216 words included in the ATR Japanese speech database [90] for each speaker

as shown in Table 5.2. The number of repetitions differed for each speaker ow-

ing to the athetoid symptoms. In our experiments, the first utterances of each

word were used for evaluation, and the other utterances (e.g., 864 words for JM3)

were used to train models. In the experiment, JUs were five male and five fe-

male speakers, whose speech is stored in the ATR Japanese speech database. We

used the same 216 words (1,731 phonemes) for each speaker as in the dysarthric

dataset. Considering the speech dataset corresponding to EDs, we used the

TORGO database [102], which includes three female and five male persons. This

database has missing data owing to a clipping error; therefore, we selected us-

able word speech as shown in Table 5.3. When we pre-trained (in all proposed

methods) or fine-tuned (only in the two-encoder LAS) modules using JU speech

and ED speech, we used all speakers’ speech. When we fine-tuned modules us-

ing Japanese dysarthric speech for a speaker-dependent model, we used only the

target speaker’s speech. In this manner, for each Japanese dysarthric subject, we

trained the speaker-dependent model and evaluated the model independently. We

used 39-dimensional mel-frequency cepstral coefficient (MFCC) features (13-order

MFCCs, their delta, and acceleration) as the input features, computed every 10

ms over a 25 ms window.

Considering the listener configuration, we used 2 layers of 512 pBLSTM

nodes (256 nodes per direction). For the speller configuration, we used a one-

layer LSTM with 512 nodes. In this work, we used the phoneme sequence as the

output sequence. The numbers of phonemes for English and Japanese were 57

and 54, respectively. The network was optimized using an Adam optimizer [120]
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Table 5.3: Dataset statistics gathered from the TORGO database for EDs.

Speaker # phonemes # utterances

F01 1,014 188

F03 5,290 777

F04 3,531 489

M01 4,217 556

M02 4,086 568

M03 3,860 594

M04 3,519 499

M05 3,346 443

Table 5.4: Phoneme error rates [%] estimated for each method. Jpn and Eng

denote Japanese and English respectively. All systems are based on the target

speaker-dependent models.

Pre-training Fine-tuning Speaker

Architecture Database Architecture Database JM1 JM2 JM3 JM4 JM5 mean

rand init - - single LAS JD 48.70 19.29 21.56 53.75 49.16 38.49

multi - - single LAS JD & JU 40.37 22.53 18.81 49.67 49.72 36.22

trans. 1 single LAS JU single LAS JD 35.34 18.40 11.06 41.63 45.24 30.33

trans. 2 single LAS JU two-encoder LAS JD & JU 35.09 17.17 10.42 40.32 43.74 29.35

trans. 3 two-decoder LAS JU & ED single LAS JD 26.37 15.95 9.66 33.86 42.60 25.69

with label smoothing [121]. We constructed one batch with sub-batches of 64

samples for each domain. The number of epochs was 500, and the learning rate

was set to 1e-4.

For the baseline system, we trained two models based on the conventional

single LAS model. The first model was trained using only speech data of JUs

(‘rand init’), and the second model was trained using the data of both JUs and

JD (‘multi’).

5.4.2 Experimental Results

Table 5.4 lists the phoneme error rates (PERs) corresponding to each method. In

this table, a lower PER indicates a better result. Here, ‘trans. 1’ and ‘trans. 2’
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are the transfer learning methods using the speech data of only JUs, and ‘trans.

3’ is the transfer learning method using the speech data of both JUs and EDs.

Multi-condition learning using the speech data of JUs (‘multi’) achieved a

slightly lower PER score than the speaker-dependent model with the random ini-

tialization (‘rand init’). However, for speakers JM2 and JM5, the performance

deteriorated. This result indicates the need for proper initialization and integra-

tion of the different data domains.

It is possible to observe the effects of knowledge transfer from the speech data

of other domains. Pre-training using the speech data of JUs (‘trans. 1’) achieved

21.2% and 16.3% average relative improvements compared with ‘rand init’ and

‘multi’, respectively. Moreover, fine-tuning with two encoders (‘trans. 2’) slightly

outperformed ‘trans. 1’.

Compared with the random initialization, our proposed transfer learning method

using speech obtained from JUs and English dysarthric speech (‘trans. 3’) achieved

a 33.3% relative improvement. Furthermore, we obtained a significant improve-

ment of 15.3% relative PER compared to pre-training excluding speech data

obtained from EDs.

5.4.3 Discussion

We assume that the ability to recognize Japanese dysarthric speech can be trans-

ferred from the combination of dysarthric speeches in other languages with physi-

cally unimpaired Japanese speech. The proposed approach achieved significantly

better performance than the random initialization. These results indicate that

the language transferability as provided in [116] is effective even in the case of

dysarthric speech. Additionally, we obtained significant improvements even if the

speaker had small amounts of speech data. For example, in the case of speaker

JM1, our proposed approach achieved a 45.9% relative improvement compared

with the random initialization. As the speech data of speakers with articulation

disorders is quite limited, this effect is deemed to be crucial for the purposes of

the present research.
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5.5 Chapter Conclusions

In this chapter, we proposed a novel knowledge transfer approach for dysarthric

speech recognition that uses speech data obtained both from physically unim-

paired persons and from persons with dysarthria speaking in a different language.

The amount of speech data obtained from speakers with articulation disorders is

quite limited owing to the athetoid symptoms. To solve this problem, we used

additional speech data obtained from physically unimpaired persons speaking in a

different language. We demonstrated the effectiveness of the proposed approaches

through the phoneme recognition task.

Our future research will further investigate the usage of speech data published

in the publicly available databases obtained from persons with dysarthria speak-

ing in other languages. This research will then also investigate increasing the

amount of the speech data of JUs and persons with dysarthria who do not speak

Japanese. Moreover, we will apply our proposed approach to the conventional

deep neural network-hidden Markov model hybrid ASR system to compare the re-

sults of the proposed methods against the previously proposed frameworks [113].

It should be noted that, in this work, we use the phoneme sequence to train the

model. However, dysarthric speech may contain undesirable errors with respect

to an expected phoneme sequence owing to the athetoid symptoms. In such cases,

the given training phoneme sequence would be unreliable. To solve this problem,

we will investigate approaches to apply unsupervised domain adaptation. Domain

adaptation using deep learning has been researched and has shown the remarkable

progress. Therefore, we expect the application of a domain adaptation technique

to dysarthric ASR to improve performance.
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Chapter 6

Audio-Visual Speech Recognition

Using Convolutive Bottleneck

Networks for a Person with

Severe Hearing Loss

The related publications for this chapter are [122].

6.1 The Motivation and Related Work

6.1.1 Motivation

In this chapter, we focused on the problem of speech recognition for persons with

articulation disorders resulting from severe hearing loss. Similar to articulation

disorder resulting from athetoid cerebral palsy, the speech style of a person with

this type of articulation disorder is also different from those of people without

hearing loss. Thus, a speaker-independent ASR model for unimpaired persons

is hardly useful in recognizing such speech, especially in noisy environments. To

solve this problem, we propose audio-visual (multimodal) ASR system using the

lip movement.

In recent years, a number of assistive technologies using information pro-

cessing have been proposed; for example, sign language recognition using image
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recognition technology [123, 124] and text reading systems from natural scene

images [125]. Among them, in this chapter, we focus on an assistive technology

for a person with hearing loss. In Japan alone, there are 360,000 people.

Some people with hearing loss who have received speech training or who lost

their hearing after learning to speak can communicate using spoken language.

However, in the case of automatic speech recognition (ASR), their speech style is

so different from that of people without hearing loss that a speaker-independent

(audio-visual) ASR model for unimpaired persons is hardly useful in recognizing

such speech. Matsumasa et al. [126] researched an ASR system for articulation

disorders resulting from cerebral palsy and revealed the same problem.

For people with hearing problems, lip reading is one communication skill that

can help them communicate better. In the field of speech processing, audio-

visual speech recognition has been studied for robust speech recognition under

noisy environments [127, 128, 129]. In this paper, we propose an audio-visual

speech recognition for articulation disorders resulting from severe hearing loss.

The main contribution of this paper is that we propose a bottleneck feature ex-

tracted from audio-visual features. Convolutive Bottleneck Network (CBN) [130],

which stacks multiple layers of various types (such as a convolution layer, a sub-

sampling layer, and a bottleneck layer) [131, 132] forming a deep network, is

applied to audio-visual data. The bottleneck layer reduces the number of units

for the adjacent layers, and, consequently, we can expect that each unit in the bot-

tleneck layer aggregates information and behaves as a compact feature descriptor

that represents an input with a small number of bases.

Our experimental results confirmed that our bottleneck features have robust-

ness for small local fluctuations that are caused by the utterances of those who

have hearing loss. Moreover, our integration of audio and visual features acquired

robustness in noisy environments.

6.1.2 Related Work

As one of the techniques used for robust speech recognition under noisy environ-

ments, audio-visual speech recognition, which uses lip dynamic visual information

and audio information, has been studied. In audio-visual speech recognition, there
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are mainly three integration methods: early integration [127], which connects the

audio feature vector with the visual feature vector; late integration [129], which

weights the likelihood of the result obtained by a separate process for audio and

visual signals; and synthetic integration [128], which calculates the product of

output probability in each state.

In audio-visual speech recognition, detecting face parts (for example, eyes,

mouth, nose, eyebrows, and outline of face) is an important task. The detection

of these points is referred to as face alignment. The Active Appearance Model

(AAM) [133] and Active Shape Model (ASM) [134] are well-known face alignment

models. In this paper, we employed a Constrained Local Model (CLM) [135, 136].

A CLM is a subject-independent model that is trained from a large number of

face images.

In recent years, an ASR system has been applied as assistive technology for

people with articulation disorders. During the last decades, we have researched

an ASR system for a person with cerebral palsy. In [126], we proposed robust

feature extraction based on principal component analysis (PCA) with more stable

utterance data instead of discrete cosine transform (DCT). In [108], we used

multiple acoustic frames (MAF) as an acoustic dynamic feature to improve the

recognition rate of a person with an articulation disorder, especially in speech

recognition using dynamic features only.

Deep learning has had recent successes for acoustic modeling [137]. Deep

Neural Networks (DNNs) contain many layers of nonlinear hidden units. The

key idea is to use greedy layer-wise training with Restricted Boltzmann Machines

(RBMs) followed by fine-tuning. Ngiam et al. [138] proposed multimodal DNNs

that learn features over audio and visual modalities.

In this paper, we employ a Convolutional Neural Network (CNN) [131, 132]-

based approach to extract robust features from audio and visual features. The

CNN is regarded as a successful tool and has been widely used in recent years

for various tasks, such as image analysis [139] and spoken language [140]. In [46],

CNN is employed as robust feature extraction for the fluctuation of the speech

uttered by a person with cerebral palsy. Experimental results in [46] revealed

that the convolution and pooling operations in CNN have a robustness to the
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Figure 6.1: Flow of the feature extraction.

small local fluctuation which is caused by motor paralysis resulting from athetoid

cerebral palsy.

6.2 Proposed Method

Fig. 6.1 shows the flow of our proposed feature extraction. First, we prepare

the input features for training a CBN from audio and visual signals. For the

audio signals, after calculating short-term mel spectra from the signal, we obtain

mel-maps by dividing the mel spectra into segments with several frames, allowing

overlaps.

The visual signals of the eyes, mouth, nose, eyebrows, and outline of the face

are aligned using a Constrained Local Model (CLM) and a lip image is extracted.

The details of lip image extraction are explained in the following section. The

extracted lip image is interpolated to fill the sampling rate gap between audio

features.

For the output units of the CBN, we use phoneme labels that correspond to

the input mel-map and lip images. Audio and visual CBN are separately trained.

The input mel-map and lip images are converted to the bottleneck feature by

using each CBN. Extracted features are used as the input feature of Hidden

Markov Models (HMM).
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6.2 Proposed Method

6.2.1 Lip Image Extraction Using CLM

Face alignment of this paper is conducted by using the Point Distribution Model

(PDM) and its model parameter is estimated by CLM. CLM consists of two

steps. The first step is the face point detection and the second step is parameter

estimation.

6.2.2 PDM

We model a facial image of a large number of people by using the PDM which

models a facial image by 2-dimensional shape vectors. The position vector which

corresponds to the point of the PDM is defined as follows:

X = (XT
1 , ...,X

T
M)T (6.1)

where Xi = (xi, yi)
T and M denote the i-th point of PDM and the number of

points of PDM, respectively. The position vector is represented as follows:

X = X+Φq (6.2)

where Φ, q andX denote the principal vectors extracted by Principal Component

Analysis (PCA), the parameter vector and the mean vector of the shape vector,

respectively. By using PDM, the i-th point on the image, Xi(p), is represented

as follows:

Xi(p) = sR[Xi +Φiq] + t (6.3)

where p = {s,R, t,q} denotes the parameter set. s denotes a scale andR denotes

a rotation which consists of pitch α, yaw β, roll γ. t, q and Φi denote the shift

vector, the parameter vector and the i-th principal vector, respectively.

6.2.3 CLM

The parameter of PDM is estimated by using CLM. First, feature points are

detected by Support Vector Machine (SVM) which is trained by a large number

of facial images.
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Then, the model parameter p is estimated from the i-th detected feature point

X̂i by minimizing the following equation:

Q(p) =
M∑
i=1

∥X̂i −Xi(p)∥2 +R(p) (6.4)

where R(p) is a regularization term to avoid over fitting. In this paper, we defined

R(p) as normal distribution of N(0,Λ).

6.2.4 Feature Extraction Using CBN

6.2.4.1 Convolutive bottleneck network

A CBN consists of an input layer, a pair of a convolution layer and a pooling

layer, fully-connected Multi-Layer Perceptrons (MLPs) with a bottleneck struc-

ture, and an output layer as shown in Fig. 6.2. C, S, and M denote convolutional

layer, sub-sumpling layer, and MLPs, respectively. The MLP shown in Fig. 6.2

stacks three layers (M1 , M2 , M3), and the number of units in the middle layer

(M2) is reduced as “bottleneck features”. The number of units in each layer is

discussed in the experimental section. Since the bottleneck layer has reduced the

number of units for the adjacent layers, we can expect that each unit in the bot-

tleneck layer aggregates information and behaves as a compact feature descriptor

that represents an input with a small number of bases, similar to other feature

descriptors, such as MFCC, Linear Discriminant Analysis (LDA) or PCA. In this

paper, audio and visual features are input to each CBN and extracted bottleneck

features are used for multimodal speech recognition.

6.2.4.2 Bottleneck feature extraction

First, we train audio and visual CBN. We prepare the input features for training

a CBN from an image and speech signal uttered by person with hearing loss. For

the audio feature, we obtain mel-maps by dividing the mel spectra into segments

with several frames, allowing overlaps. For the output units of the CBN, we use

phoneme labels that correspond to the input mel-map. For example, when we

have a mel-map with the label /i/, only the unit corresponding to the label /i/
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Figure 6.2: Convolutional Bottleneck Network.

is set to 1, and the others are set to 0 in the output layer. The label data is

obtained by forced alignment using HMMs from the speech data.

For the visual features, because its sampling rate is smaller than the audio

signal, spline interpolation is adopted to the images in order to fill the sampling

rate gap. The output units of the CBN are the same as that of the audio features.

The parameters of the CBN are trained by back-propagation with stochastic

gradient descent, starting from random values. The bottleneck (BN) features in

the trained CBN are then used in the training of an HMM for speech recognition.

In the test stage, we extract features using the CBN, which tries to produce the

appropriate phoneme labels in the output layer. Again, note that we do not use

the output (estimated) labels for the following procedure, but we use the BN

features in the middle layer, where it is considered that information in the input

data is aggregated. Finally, extracted bottleneck audio and visual features are

used as the input features of audio or visual HMMs and the recognition results

are integrated. Details about this integration are discussed in section 6.3.3.

6.3 Experiments

6.3.1 Experimental Conditions

Our proposed method was evaluated on word recognition tasks for one male

person with hearing loss. We recorded 216 words included in the ATR Japanese

speech database B-set which are used as test data and 2,620 words included in

the ATR Japanese speech database A-set which are used as training data. The
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utterance signal was sampled at 16 kHz and windowed with a 25-msec Hamming

window every 10 msec. For the acoustic model, we used the monophone-HMMs

(54 phonemes) with 5 states and 6 mixtures of Gaussians. For the visual model,

we used the monophone-HMMs (54 phonemes) with the same states and mixtures

of Gaussians to the acoustic model. The number of units of bottleneck features

is 30. Therefore, input features of HMM are 30-dimensional acoustic features

and 30-dimensional visual features. We compare our bottleneck feature with

conventional MFCC+∆MFCC (30-dimensions). Furthermore, we evaluated our

method in noisy environments. We added white noise to audio signals and its

SNR is set to 20dB, 10dB, and 5dB. Audio CBN and HMMs are trained by using

the clean audio feature.

6.3.2 Architecture of CBN

As shown in Fig. 6.2, we use deep networks which consist of a convolution layer,

a pooling layer and fully-connected MLPs. For the input layer of audio CBN,

we use a mel-map of 39-dimensional-melspectrum × 13, and the frame shift is

1. For the input layer of visual CBN, frontal face videos are recorded at 60 fps.

Luminance images are extracted from the image by using CLM and resized to

12 × 24 pixels. Finally, the images are up-sampled by spline interpolation and

input to the CBN.

Table 6.1 shows the size of each feature map. The numbers of units in each

layer of MLPs are set to 108, 30, 54. Those numbers are the same to audio CBN

and visual CBN.

Table 6.1: Size of each feature map. (k, i× j) indicates that the layer has k maps

of size i× j.

Input C1 S1

Audio CBN 1, 39×13 13, 36×12 13, 12×4
Visual CBN 1, 12×24 13, 8×20 13, 4×10
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Figure 6.3: Word recognition accuracy using HMMs.

6.3.3 Experimental Results

Compared input features for the HMMs are listed as follows:

• MFCC+∆MFCC

• Audio Bottleneck features (BN Audio)

• Discrete Cosine Transformation (DCT)

• Visual Bottleneck features (BN Visual)

• Early integration of BN Audio and BN Visual

• Late integration of BN Audio and BN Visual

In early integration, an audio feature and a visual feature are combined into

a single frame and this frame used as an input feature for the HMMs. In late

integration, an audio feature and a visual feature are input to each audio and

visual HMM, and the output likelihood is integrated as follows:

LA+V = αLV + (1− α)LA , 0 ≤ α ≤ 1 (6.5)

where LA+V , LA, LV and α denote integrated likelihood, likelihood of an audio

feature, likelihood of a visual feature, and weights of likelihood, respectively.
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Figure 6.4: Word recognition accuracy using HMMs on the late integration.

Fig. 6.3 shows the word recognition accuracies in noisy environments. The

bottleneck audio feature shows the best results compared to conventional MFCC

at the clean environment and SNR of 20dB. This is due to the robustness of the

CBN features to small local fluctuations in a time-mel-frequency map, caused by

the articulation disordered speech.

The word recognition rate of lip reading using the bottleneck visual feature

is 50.9%. At the SNR of 10dB, the early integration between audio and visual

bottleneck features improved 4.1% from our baseline. Moreover at the SNR of

5dB, the early integration between audio and visual bottleneck features improved

18.1% from our baseline. t can be seen from these results that multimodal features

are shown to be effective in noisy environments.

Fig. 6.4 shows the word recognition accuracies in the evaluation set as a func-

tion of the weight of the likelihood (α in (6.5)). α = 0.0 in Fig. 6.4 shows the

result of ASR using audio features only and α = 1.0 in Fig. 6.4 shows the result

of lip reading. This figure shows the best value for α under each condition. At
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the SNR of 10dB and SNR 5dB, the graph is convex, and these results show the

effectiveness of multimodal features in noisy environments.

6.4 Chapter Conclusions

We proposed multimodal bottleneck features using CBN for articulation disor-

ders resulting from severe hearing loss. Compared with conventional MFCC, our

proposed audio bottleneck feature shows the better results. We assume that is

because our bottleneck features are robust to small local fluctuations, which are

caused by hearing loss. In noisy environments, our proposed method using mul-

timodal bottleneck features shows its effectiveness in comparison to the other

methods. Since the tendency of the fluctuations in articulation disordered speech

depend on the speaker, we would like to apply and investigate our method to a

variety of speakers with speech disorders in the future.
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Chapter 7

Conclusions

This thesis focuses on assistive technologies for persons with two types of articu-

lation disorders: cerebral palsy and severe hearing loss. The common problem of

these symptoms is their speech styles are quite different from those of unimpaired

persons. Therefore, the speech processing application for typical voice is hardly

useful for their speech. To overcome this problem, we organize novel and effective

methods in the thesis.

In order to convert a speech style of a dysarthric person into that of like an

unimpaired person, in Chapter 4, we presented a framework for parallel-data-free

voice conversion (VC). Most of conventional VC systems require parallel data

that aligned speech data from the source and the target speakers, which restricts

the content of the utterance for training data. Such a system is hard to use for

a person with an articulation disorder because the content that they can utter is

limited owing athetoid symptoms. Non-negative matrix factorization (NMF) is a

popular sparse representation and is applied for VC. However, NMF-VC also re-

quires parallel data. To expand NMF-VC to a nonparallel method, we proposed a

dictionary learning framework using non-negative Tucker decomposition (NTD).

The dictionary is a weight matrix that represents a speaker identity and is made

from parallel data. Our proposed NTD method decomposes an input spectrum

into a speaker identity component, a shared component between speakers, and

a speaker-dependent phonological component. This approach allows us to use

not only parallel data but also any utterance as training data. In comparison
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experiments, our proposed NTD-based dictionary learning method showed bet-

ter performance than the traditional Gaussian mixture model-based method and

comparable performance with the NMF-based method. Moreover, we also showed

that our method is also effective to improve the intelligibility of dysarthric speech.

In Chapter 5, we presented an ent-to-end ASR (automatic speech recognition)

system for persons with articulation disorders resulting from athetoid cerebral

palsy. We proposed a transfer learning method using additional databases to solve

the problem of limited data availability of their speech. Our method transfers

two types of knowledge: the language-dependent characteristic of unimpaired

speech and the language-independent characteristic of dysarthric speech. The

former is transferred from speech data physically unimpaired Japanese-speaking

persons, and the latter is transferred from speech data of English-speaking persons

with articulation disorders. Because these additional speech data is obtained

from publicly-available databases, we can achieve the well-trained model even

when the amount of the target speaker’s speech is limited. We demonstrated the

effectiveness of the proposed approaches through the phoneme recognition task.

The idea of using additional databases can be applied to the area where we do

not have a sufficient amount of training data.

In Chapter 6, a multimodal ASR framework is introduced for a person with

severe hearing loss. In the noisy environment, because the persons with hearing

loss cannot hear ambient sounds, they cannot control the volumes of their voices

and their speech style. Thus, the performance of ASR using only the speech signal

significantly degrades. To compensate for the ASR performance, we utilize the

lip movement in an utterance. Some people with hearing loss can communicate

using lip reading and make the proper lip shape. Therefore, we proposed an audio-

visual (multimodal) ASR for a person with hearing loss. Our method extracts

the bottleneck feature from the convolutional neural networks that are trained

to estimate the phoneme label. In comparison between the proposed feature

and the conventional handcrafted feature, our proposed method showed better

performances in the noisy environment. In the future, we will investigate the use

of other modalities, e.g. the cheek and the throat.

To promote the symbiotic society of persons with and without disabilities, this

thesis proposed new algorithms that help the social participation of persons with
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disabilities. It is expected that our proposed technologies enable them to com-

municate with other people through his/her voice. Moreover, from an academic

perspective, these approaches are not only related to assistive technology but

also to typical-speech processing and other problems in the field of low-resource

availability. Inspired by our work, we hope that related researches progress and

persons with disabilities make advances into society.
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