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Abstract

During the last decades, increasing attention has been focused on multi-agent
system (MAS) due to their widespread existence, e.g., manufacturing, process
control, network management. The MAS consists of multiple agents, each agent is
an autonomous component that perceives its environment and cooperates with other
agents in pursuit of its tasks. According to the location of decision maker, MAS can
be divided into centralized, decentralized, and distributed systems. In a centralized
system, all agents transmit their information to a central network owner, and receive
the control command from it. Obviously, it is vulnerable and inefficient.
Decentralized systems divide the agents into small groups, use multiple central
owners to collect the information and make decisions for the agents in each group.
The central owners form a communication network. It is more robust and has better
performance compared with centralized systems. Nevertheless, it requires higher
equipment cost and operating cost for more central agents. The distributed systems
eliminate centralization, each agent have equal access to data and make decisions by
its own. It has high fault-tolerance and scalability and is widely applied in many
aspects of industries. However, it needs the highest equipment cost and operating
cost among the three kinds of systems. Because an independent set of devices is
demanded by each agent to fulfill various physical and cyber processes, e.g.,
sampling, storage, computation, communication, actuation. The computation and
communication resource of each agent is limited and more efficient deployment is
required. Hence, the idea of event-triggering is introduced. The desired operation is
executed only when the prescribed event is triggered. It not only converts the
continuous operations into discrete actions, but also offers an efficient organization
on the working rhythm.

There are various problems in multi-agent cooperation of distributed system,
e.g., leader-following, flocking, formation, distributed optimization, consensus

control. Among them, consensus control plays a fundamental role and is regarded as



the basis of distributed problems. Generally, a group of agents is called consensus
when they agree on a certain physical or virtual state. The consensus state refers to
the state of agents when they reach consensus. Obviously, there must exist some
changes when introduce event-triggered control protocol into a continuous system.

In this research, we investigate the consensus state of event-triggered MAS. The
research results are summarized into the following three cases:

1. Observe the consensus state of general linear MAS with event-triggered
control. (Chapter 3)

2. Design a sampled-state based triggering function for finite-time consensus of
multi-agent system, which only requires sampled state. (Chapter 4)

3. Design a time-based triggering function for finite-time consensus of
multi-agent system. (Chapter 5)

At first, we study the consensus state of general linear MAS with
event-triggered control. By now, previous research studied the consensus state of
simple linear event-triggered MAS with undirected topology. The simple linear
system here means the dynamic of each agent is linear without state feedback. Based
on this method, we analyze the consensus state of a general linear event-triggered
system with directed graph. It is clarified that, the consensus state is a constant
vector or a periodic varying vector, and such difference depends on the system
matrices and the topology. In addition, these parameters and the trigger threshold
affect the value of consensus state.

Secondly, we design a state-based triggering function for finite-time consensus
of multi-agent system. In practical MAS, it is of particular interest to achieve
cooperation in a finite time to meet specific requirements. In previous researches,
although the update of control signal is determined by the evet-triggered control law,
the communication between each neighboring agents still requires continuous
operation, which requires a waste of communication resource. To solve this problem,
we design the triggering function based on the sampled state. The sampled state
refers to the state sampled and transmitted by the agents when event is triggered.
With this condition, the communication is converted into event-triggered operations.

Additionally, we analyze the conditions to ensure positive minimum inter-event time.



It should be mentioned that the existence of positive minimum inter-event time is a
sufficient condition for the avoidance of Zeno behavior. It is much more applicable
to the practical implementation. Simulation results show that although sampled-state
based triggering function has greater estimation error in consensus time, it saves
more computation and communication resource compared with exact-state based
case, where the exact-state means the continuous state of agent.

Finally, we design a time-based triggering function for finite-time consensus of
multi-agent systems. By now, most of triggering thresholds in the field of finite-time
consensus problems are designed based on the state of agents. Different from such
state-based triggering functions, here the triggering threshold is only time-dependent,
the state information received from neighbors are only required to update the
controller, which is easier to achieve a desired balance between the convergence time
and the number of triggering times. Computer simulation shows that, (1) although
the time-based event-triggered control protocol has larger error in the estimation of
settling time in certain conditions, it has fewer number of triggering times and less
settling time compared with exact-state based case, (2) the time-based case has
smaller error in the estimation of settling time in certain conditions, fewer number of
triggering times and less settling time compared with sampled-state based cases.
Therefore, the time-based approach requires least computation and communication

resource to achieve consensus.
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Chapter 1 Introduction

1.1 Background

With the development of information technology, the application of multi-agent
system (MAS) has expanded to every corner in our daily life, such as Internet of
Things (IoT), sensor network, unmanned aerial vehicles, and electronic power grids
[1-4]. Although these systems may have various functions and applications, the
operations of these networks share some common characteristics, such as consisting
of agents with local information and processing capacity, interactions based on the
network, the goal is to realize certain local or global cooperation. This paper focus
on the consensus problem for distributed MAS with event-triggered control. Its
background is divided into three parts: 1. the type of MAS is distributed; 2. the
control method is event-triggered; 3. the purpose is to solve consensus problem.
They are introduced as follows.

According to the network layout, the control of MAS can be categorized into
three kinds: centralized control decentralized control, and distributed control. The
general structures of them are described in Fig. 1.1, and the corresponding examples
are given as follows. A micro grid (MG) is an intelligent small-scale power supply
network designed to provide power for small communities [5]. It contains renewable
energy source, distributed power generation and energy storage systems, which make
it flexible and efficient. Because of the random, intermittent, unpredictable nature of
renewable energy source, it requires the exact information of every agent and
arranges the power flow of transmission and distribution lines to ensure a continuous
power supply. In this condition, a centralized control strategy is necessary. Since the
physical limitation on the structure of large-scale power system makes information
transfer among subsystems unfeasible [6], each distributed generator works freely
according to the measured local signals. Subsequently, all generators are at a
separate control level, i.e., it is a decentralized system. In the production systems, it

is quite difficult for a single central system to deal with the flexible conditions, e.g.,



complexity of data management, uncertainty of demand and available resource. It
requires industry to change from static optimization to dynamic agility and respond
to environmental changes more actively. Hence, distributed manufacturing control
systems are proposed to fulfill the gap. The global control process is divided into
several activities of subsystems. Each entity has its own decision process, such as
information collection, problem formulation and solving, actuation [7]. The structure
of the access to information can be expressed as a topology. For better understanding,
the topologies of centralized, decentralized, and distributed systems are presented in

Fig. 1.2 [53].

(a) Centralized control

@ MA
X

(b) Decentralized control (c) Distributed control

Fig. 1.1 Control architectures that consist of monitors (M) and analysis units (A)



Centralised (A) Decentralised (B) Distributed (C)

Fig. 1.2 The topologies of centralized, decentralized, and distributed systems

Traditionally, the digital controller takes periodic operations to manipulate
continuous-time systems [8]. However, it is impossible to ensure an exact operating
frequency in actual systems. Therefore, the discrete system with aperiodic control
has become a long-term research field [9]. There exist various methods to solve this
problem and analyze the stability of system [10]. For example, aperiodic control can
be regard as a specific case of periodic control with time-delay. Similarly, the system
can be modeled as a hybrid system with impulsive dynamics. The main idea of these
methods is to formulate a linear time-invariant system with aperiodic sampling and
control as a linear time-varying system or linear parameter-varying system. It is also
common in the field of robust control, which analyzes the influence of aperiodic
control and sampling on the output [11]. Obviously, the above examples regard the
aperiodic operation as a kind of disturbance with respect to the ideal case of periodic
operation. And the solution to these problems is usually setting the lower bound of
operation frequency to guarantee the robustness of system. Although it is true that
better performance can be acquired eventually by increasing the frequency, this
method seems to be quite limited in many applications. However, the
event-triggering method treats the aperiodic operation as an opportunity and the
solution idea of this problem changes into finding appropriate time of operation. The

main motivation for researching event-triggering is its application in IoT and other



large-scale networks [12]. Since IoT devices are designed to support services and
applications that interact with the physical world, they consist of various sensors and
actuators aside from the traditional network devices, the functions of which contain
processing, storage, communication, etc. Hence, IoT devices have following
characteristics. First, these devices are usually battery-powered and portable, so
energy is a scarce resource. Second, high computational complexity is demanded to
serve a wide range of functions that it can be integrated seamlessly in arbitrary
position of IoT. Third, wireless congestion should be taken into consideration
because of the wide use of wireless communication. As a result, the operation of
computation and communication is a precious resource and should be scheduled
properly.

The idea of event-triggered control is proposed for the efficient deployment of
computation and communication. It updates the control action only when the
performance of dynamical control system meets a certain condition. This condition
is determined by the restrictions of system, e.g., stability and hardware parameters.
The controller only requires the state of event instants to update the output.
Therefore, the computation of control signal is discrete instead of continuous, which
saves computation resource. If the judgement of triggering condition also only
requires the state of event instants, then the operation of communication is also
discrete, and the communication resource is reduced. The event-triggering methods
can address the instants of different operations precisely to maintain the desired
attributes, which is more flexible and scalable. As a result, event-triggered methods
have received more and more attention.

The consensus problem is one of the most fundamental problems of distributed
MAS [13], which mean the processes in the network begins with an arbitrary initial
value of a particular type and eventually output the same value of that same type. It
has practical implications for many distributed applications in which some type of
agreement is required [54]. For example, processes in a communication system may
need to agree on whether a message has been received. Processes in a control system
may need to agree on whether a particular other process is realizable. Processes may
try to agree on an estimate of an airplane's altitude based on the readings of multiple
altimeters. Then, the consensus implies that there is asynchronous algorithm that

reaches the needed agreement.



1.2 Relevant Researches

The idea of event-triggered control was proposed by Aarzén [14]. Different
from working in a certain frequency, the operation of controller only occurs at
event-based instants which are determined by a triggering function. The function
evaluates the state error between last event instant and current time, the event
triggers when the error meets a prescribed threshold. The research in event-triggered
mechanisms began to mature and has a place in the field of systems and control by
Heemels [15]. The event-triggered strategy was applied in MAS by Dimarogonas
[16]. Both centralized and distributed control protocols were researched for MAS
consensus problem. It should be mentioned that event-triggered control might
exhibit Zeno behavior, that is, the event is triggered infinite times in a finite amount
of time. In this condition, the time interval between two consecutive triggering
operations becomes infinite small, which is unacceptable in practical application. A
non-Zeno behavior strategy of simple linear MAS with undirected topology was
introduced by Seyboth [19]. The simple linear system means the dynamics of each
agent is linear without feedback. It not only avoids Zeno behavior, but also ensures a
positive minimum inter-event time. Inspired by this idea, the event-triggered
consensus problem was solved by Yang [35] for a general linear system with directed
topology. However, this paper only focused on the controller and triggering function
for consensus problem. The consensus state of agents and the influence of triggering
function on it were not researched.

In practical application, the operation time plays a significant role. To observe
the factors affecting the consensus convergence rate, Olfati-Saber [21] found that the
second smallest eigenvalue of Laplacian matrix of the network topology has relation
to the consensus time. Kim [22] tried to optimize the network topology to maximize
the second smallest eigenvalue. However, this method only improves the
convergence rate to achieve asymptotic consensus in an infinite settling time. It is
difficult to identify whether the convergence rate meets the actual needs. Therefore,
Haimo [23] proposed a continuous feedback controller to realize finite-time stability
of system. The finite-time stabilization of dynamical systems not only enables the
state of system converge to the equilibrium point in prescribed time, but also gives

rise to a high-precision performance. In addition, Bhat [24] investigated the settling
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time function of finite-time stable system and introduced the relations between the
Lyapunov function and the settling time function. Xiao [25] extended this method
into the multi-agent system and developed a finite-time formation control framework.
Zhang [26] combined the finite-time consensus problem of MAS with
event-triggered control, and proposed a nonlinear distributed control protocol under
fixed and switching topologies. Hu [27] not only designed a distributed
event-triggered control protocol for finite-time consensus, but also showed the
relations between the settling time and the triggering condition. However, it only
took use of event-triggering method in control protocol, the communication between
agents remained continuous operation.

It should be mentioned that the above triggering thresholds for finite-time
consensus problems are all depend on the state of agents. However, there are various
kinds of triggering functions in other consensus problems. Borgers [17] analyzed the
event-triggering mechanisms and divided them into three classes: relative, absolute,
and mixed. Relative triggering means the triggering threshold is designed based on
the state of agents. Absolute triggering means the triggering threshold depends on a
positive constant. Mixed triggering not only considers the state, but also introduces a
positive constant into the triggering threshold. A more general classification of the
event-triggering mechanisms was proposed by Nowzari [18]: state-dependent,
time-dependent, and dynamic-dependent. The triggering threshold of state-dependent
triggering function only contains local information, 1.e., it consists of the agent’s and
its neighbors’ state. The time-dependent triggering function was first introduced by
Seyboth [19], whose threshold is a time variable. The dynamic-dependent triggering
function was proposed to avoid Zeno behavior [20], whose triggering function
depends on a user-defined variable with its own dynamic. Liu [28] addressed the
finite-time consensus problems with dynamic triggering function for second-order
MAS with uncertain disturbance. However, there were few researches on
time-dependent triggering functions for finite-time consensus problems. Different
from the state-based method, it is much easier to achieve a desired balance between
the convergence time and the number of triggering times, where the number of
triggering times is positive related to the consumption of computation and

communication resource.



1.3 Research Objective

As mentioned before, computation and communication become precious
resources in MAS and require efficient management by event-triggering methods.
Hence, this research focuses on the consensus problem of event-triggered control for
MAS.

At first, we focus on the consensus state of linear event-triggered MAS.
Different from continuous-time MAS, the consensus state must have some changes
when event-triggered controller is introduced into the system. Hence, it is necessary
to investigate the influence of triggering function on the consensus state.

Then, the condition of finite-time stability is taken into consideration. We
concentrate on the communication load of event-triggered MAS for finite-time
consensus problems. In existing researches, the state-dependent triggering function
requires the exact state of neighbors, i.e., the agents keep continuous communication
between each other. Therefore, a sampled-state triggering function based should be
taken into consideration to convert the continuous communication into
event-triggered operation. The sampled state refers to the state sampled and
transmitted by the agents when event is triggered.

Finally, we set our sights on the design of time-based triggering threshold for
finite-time consensus problems. Different from the case of state-based triggering
function, the agents only require the state received from neighbors to update the
controller and the triggering threshold is a time-dependent variable, which is much
easier to achieve a desired balance between the convergence time and the number of
triggering times. Additionally, a comparison should be given between time-based

and state-based cases in settling time and resource consumption.

1.4 Main Structure of Paper

The structure of this thesis is introduced as follows.

In Chapter 2, the definitions of symbols are described at first. Then, background
of graph theory is introduced, including the definition of Laplacian matrix and the
related properties. In addition, the conditions and theorem of finite-time consensus

are presented. The necessary lemmas for the proof of following chapters are



introduced. Finally, the relation between Zeno behavior and minimum inter-event
time is analyzed.

In Chapter 3, we start from introducing existing research on consensus state of
simple linear event-triggered MAS to observe the process of analysis. Then, this
method is applied into general linear MAS to study the consensus state and the
influence of triggering function on it. Finally, simulations are carried out to check the
results.

In Chapter 4, an existing state-dependent triggering function for finite-time
consensus of MAS is introduced at first, which requires continuous communication.
Then, a triggering function based on sampled state is developed, whose
communication is event-triggered, and the corresponding criterion is established. In
addition, the estimation of settling time and the existence of positive minimum
inter-event time is analyzed. Finally, a comparison between the existing control
protocol and our proposed control protocol is described in simulations.

In Chapter 5, an event-triggered controller with time-dependent triggering
function for finite-time consensus of MAS is designed. The relation between the
settling time and the triggering condition is analyzed. In addition, the condition of
existing positive minimum inter-event time is introduced. Finally, the comparison
between state-dependent and time-dependent triggering function is described in
simulations.

In Chapter 6, the conclusion and our future work are presented.



Chapter 2 Related Work

In this chapter, we prepare the contents discussed in the later chapters. First, the
definition of symbols is presented. The network structure between agents is
expressed by Laplacian matrix, so the definition and the properties of Laplacian
matrix are introduced. Then, the condition and theory of finite-time stability are
provided. The necessary lemmas for the design of triggering function for finite-time
consensus problem are reported. Finally, the relation between Zeno behavior and

minimum inter-event time is analyzed.

2.1 Notation

R means the set of real numbers. R, is the set of positive real numbers. Zsq
is the set of nonnegative integer numbers. R" is the n dimensional vector with real

R™*™ isthe m X n dimensional matrix with real numbers as

numbers as elements.
elements. 1y, and Oy denote the N X1 column vector of all ones and zeros
respectively.

|| denotes the absolute value. ||-|| means the Euclidean norm. |||z is the
Frobenius norm. AT means the transpose of matrix A. A™1 is the inverse matrix of
A. @ denotes their Kronecker product. Re(a) and Im(a) refer to the real part
and the imaginary part of complex number a respectively.

The diagonal matrix with elements A4;, i = 1,---,n is defined as
Ay 0
diag(A4,:+,4,) = )
0 A,
The distance of vector x € R™ onset ' € R" is defined as

dist(x, V') = inf,ep llx — |2

[x]"™ = sign(x)|x|* and sign(x) denotes the sign of variable x.



2.2 Graph Theory

The communication network structure between robots is represented as a
topology with each agent as the vertices. The topology and corresponding
characteristics are defined as follows.

Definition 2.1. Graph G contains N vertices is defined as {V,E,A}. V =
{vi, vy, -+, vy} is the set of vertices. E € V XV denotes the set of edges based on

RN*N refers to the adjacency matrix.

non-sequential pairs of two vertices. A €
Definition 2.2. The adjacency matrix is associated with the information of edges,

and is defined as

a;p ot gy

an1  ** Aann
where a; =0, a;; =20, i € {1,---,N}, je{1,--,N}.

a;; > 0 means the node v; can receive information from node v;, or v; can
broadcast information to v;. And the value of a;; refers to the weight of edge. Then,
a;; = 0 means there is no communication between the node v; and the node v;.
Definition 2.3. The Laplacian matrix L € RVN*N is defined as

N P
[, = k=1kzi ik J =1
ij

- —al-j ]7‘—'l’

where [;; refers to the ijth element of matrix L, i € {1,---,N}, j € {1,---,N}.
A € R™ refers in particular to the eigenvalues of Laplacian matrix L € R™"

which will be introduced latter. The elements of A are arranged as follows,
Re(1;) < Re(4;) < - < Re(4,).

Definition 2.4. (Directed Spanning Tree) The topology contains a node such that
there always exists a directed path from this node to every other node.

In this paper, the directed topology means there is at least one directed spanning
tree in the topology.

For a directed topology G with N vertices, it has the following properties,

L1y = 0y, 2.1

10



A =0, 2.2)
A, > 0. 2.3)

Undirected topology can be viewed as a topology consists of two directed
topologies with opposite directions, i.e., the pair of connected vertices can
communicate with each other. In this paper, the undirected topology means there
exists at least one pair of directed spanning trees with opposite direction in the
topology.

For an undirected topology G with N vertices, it has the following properties
besides the ones of directed topology,

L=1T, (2.4)
1NL == ON? (2.5)
AaxTx < AxTLx < xTLTLx < AyxTLx < A3xTx. (2.6)

Lemma 2.5 [29]. Suppose L is the Laplacian matrix of an undirected topology G
with N vertices. Then, forall t >0 and v € RV with 15v = 0, it holds that

lle L]l < e~ %2ty (2.7)

Proof. See Appendix.

2.3 Theory of Finite-time Stability

Different from classical stability, the finite-time stability has following two
important features [30]. First, it deals with systems whose operation is limited to a
fixed finite time interval. Second, it requires system variables to have prescribed
bounds. When it is applied in the event-triggered system, some points should be
taken into consideration. Because the operation of controller in event-triggered MAS
is discrete, the state of system is continuous but not Lipschitz continuous. In this
section, an existing theory of finite-time stability for non-Lipschitz continuous
systems is introduced.

Consider the system of differential equations
y(®) = g(y(®), 2.8)
where g:D — R™ is continuous on an open neighborhood D € R" of the origin

11



and g(0) = 0.

A continuously differentiable function y:I — D is said to be a solution of (2.8)
on the interval [ € R if y satisfies (2.8) for all t € I. The continuity of f implies
that, for every x € D, there exist 7o < 0 < 7; and a solution y(+) of (2.8) defined
on (7y,T;) suchthat y(0) = x.

Remark 2.6. The continuity of f implies that it is applicable to non-Lipschitz
continuous system, which satisfies the condition of event-triggered control.
Definition 2.7. The origin is said to be a finite-time-stable equilibrium of (2.8) if
there exists an open neighborhood N € D of the origin and a function T: N\
{0} - (0, ), called the settling-time function, such that the following statements
hold:

(i) Finite-time convergence: For every x € N\{0}, y* is defined on [O,T(x)),

¥ € N\{0} forall t€[0,T(x)),and lim, 7™ (t) =0,

(i) Y*(t) =0 forall t > T.
where Y* = dist(x(t), N):[0,7,) = D is the unique solution of (2.8).
Theorem 2.8 [24]. Suppose V:D — R, is a continuous and positive definite

function, the Dini derivative of V satisfies
V(x) + C(V(x))u <0, (2.9)

where ¢ >0, u € (0,1), x € V\{0}, V € D.
Then the system (2.8) is finite time stable with the settling time

1
c(1-pw)

T(x) < V(x)iH, (2.10)

x €NV, and T is continuous on M. If in addition D = RN, V is proper, and V
takes negative values on RN\{0}, then the origin is a globally finite-time-stable
equilibrium of (2.8)

Proof. See Appendix.

2.4 Preliminaries

During the process of analyzing and designing triggering function for

finite-time consensus of MAS, many mathematical inequalities are required. Here
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we present some necessary lemmas which will be utilized in the following chapters.
In addition, an inference of finite-time stability is proposed based on the lemmas.

Lemma 2.9 [27]. Forany y,z€ R and 0 <pu <1,
ly + z|* < |y|* + |z]*. (2.11)

Proof. See Appendix.
Lemma 2.10 (Young’s inequality) [31]. If a>0, b>0 and if p>1, ¢g>1

such that % + % = 1, then

ab <=+ (2.12)

Proof. See Appendix.
Lemma 2.11 [27]. Forany &;,-,éy ER,, 0 <u <1,

Er=1 &t S TP &y S NTRENL EOR (2.13)

Proof. See Appendix.
Lemma 2.12 [27]. For §, ZER, 0 <u <1, |y]| = |Z],

—J[y + 2] < —|7|**t + |7]12]. (2.14)
Proof. See Appendix.
Lemma 2.13. Forany ¥, ZER, u >0, |y| <|Z|,
=17+ ZFT < gt 4z R (2.15)
Proof. Consider |J| < |Z|, then |y|#*tt < |Z|#F1.
Thus, —|J + Z|#*1 < 0 < —|§|#tT + |Z|H1,
The inequality is verified. O
Theorem 2.14. If there exists a continuous function V=V, +V,, V, k6 V;,
V,:D - R, suchthat1) V;(x) =0 = x € V'; 2) any solution x(t) of system (2.8)
satisfies the inequality V() < —a V3 (x(t)) — a,V,*(0), for a3 >0, a, >0,

u € (0,1). Then the set M c RN is globally finite-time attractive for the system

V1H(xp)

min{aq,a}(1-p)’

(2.8)and T < xo = x(0).

Proof. According to Lemma 2.11,
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a Vi (x(8)) + agVp (t) = minfay, @y} [Vi (x () + V()]

V(t) < —min{a,, a,} V().

Obviously, V(x) =0 when V(t) = 0. Hence, the set N c RV is globally

finite-time attractive for any x(t). Therefore,

V17H(x)

~ min{a;,@}(1-p)

The proof of this theorem is finished. o

2.5 Zeno Behavior and Minimum Inter-event time

According to the definition, the Zeno behavior occurs when infinite number of
events is triggered in a finite time interval. However, the avoidance of Zeno behavior
does not mean there exists a minimum inter-event time. Some examples are provided
in [18] to introduce the relation between them.

(i) Zeno behavior:

Suppose the sequence of inter-event time satisfies

1
b1 = te = Gpe

where k € Zsg, ty = 0, t, isthe kth event instant.

Hence,

1 2
lim¢, = lim ¥%_, = =—.
k00 k K500 Zn—l n2 6

2
This means the event is triggered infinite times before T = %.

(i1) Non Zeno behavior without a positive minimum inter-event time:

Suppose the sequence of inter-event time satisfies

1
terr =l = 1

where k € Zsg, ty = 0, t, isthe kth event instant.

Then,
limt, = lim ¥¥_, 2 = oo.
k—o0 k—oo n
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In this condition, the existence of Zeno behavior is ruled out. However, the
inter-event time Ilim tee1 — tx = 0, i.e., there does not exist a positive minimum
—00
inter-event time.

(iii) Positive minimum inter-event time:

Suppose the sequence of inter-event time satisfies

1
t —t,=—+c¢C
k+1 k k+1 )

where k € Zs,, ty = 0, t; is the kth event instant, ¢ > 0 is a constant.

Thus,

: . 1
limt, = limck + Yk_, = = 0.
k—oo k—o0 n

It not only avoids Zeno behavior, but also ensures the existence of a positive
minimum inter-event time ]lim tey1 — txg > ¢ > 0.
—00

Hence, the avoidance of Zeno behavior is weaker than the existence of positive
minimum inter-event time. In physical implementation, ensuring the existence of
positive minimum inter-event time is more appropriate than simply ruling out Zeno

behavior.

15



Chapter 3 Consensus State of Event-triggered Control

3.1 Introduction

In this chapter, we focus on the consensus state of time-based event-triggered
control for general linear MAS, where general linear MAS means the dynamic of
agent is linear with state feedback. As mentioned in introduction, state-based
event-triggered control for MAS has been well developed for various systems, e.g.,
general linear dynamics with distributed control [32], second-order dynamics with
decentralized control [33] and linear dynamics for leader-following consensus with
switching topologies [34]. By contrast, the research of time-based event-triggered
control is a developing field and first introduced by Seyboth [19]. He introduced a
non-Zeno behavior control protocol and corresponding triggering function to solve
the consensus problem of simple linear MAS with undirected topology, where the
simple linear system means the dynamic of each agent is linear without state
feedback. What’s more, the consensus state of MAS was investigated. Yang extended
this research to a general linear system with directed topology [35]. However, it only
introduced the design of controller and triggering function. The consensus state and
the influence of triggering function on it were still unclear, which is the gap we want
to fill in this section. The process of research is given as follows. The research
method of consensus state for simple linear event-triggered MAS is observed at first,
which is presented in [19]. Then, such method is applied into the conditions of
general linear system [35] with directed topology to study the consensus state and

the influence of triggering function on it. Finally, the result is checked by simulation.

3.2 Simple Linear System

We start from introducing the research method of the consensus state for the
simple linear event-triggered MAS with undirected topology, which is given in [19].

Denote the state of agent { with dynamics

% (8) = w (1), (3.1
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where x;(t) € R is the state and u;(t) € R is the control input.

The event-based controller is given as following:
u; (1) = =¥V, a; (xi(tlici) = Xj (t;{j», (3.2)

where t,i(i is the most recent event instant of agent i, a;; is the ijth element in

adjacency matrix, N is the number of agents.

For each agent i and t > 0, by defining the state error
e;(t) = x;(tr,) — x: (). (3.3)

The triggering function for agent i is

fi@® = llei®Oll = (co + c1e7%), (3:4)

where ¢y =0, ¢; =0, ¢y +c; >0, a > 0 is a constant to be determined.

In event-triggered system, the event instants of each agent is determined by the
triggering function, i.e., t,ici+1 = inf{t: t> t,i(i,fi(t, e;(t)) > 0}.

Define the vector x(t) = [x,(t), -, xy(®)]", and e(t) = [e,(t), -, en ()],

the overall system with agent dynamics of (1) can be expressed as

x(t) = —L(x(t) + e(®)).
Define the disagreement vector
§(t) = x(¢) — x(0),

where x(0) = %1§x(0)1 n refers to the average of initial state.

Theorem 3.1[19]. Consider the MAS (3.1) with a connected and undirected graph G.
Suppose the controller (3.2) and triggering function (3.4) with 0 < a < 4,, then the
system does not exhibit Zeno behavior. Moreover, the state x(t) converges to a

ILIVN¢o
-

2

region centered at X(0) with radius

Proof. See Appendix.
Remark 3.2. From the proof of Theorem 3.1, the estimation of consensus state

consists of two steps. Firstly, only consider the exact state x(t) to acquire the center
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region of consensus state. In this case, tlime"th(O) = %(0) and the proof is given
—00

in [12]. Secondly, check the influence of triggering function by taking Euclidean
norm of state error to acquire the bounds of distance between the center region and
exact consensus state. Inspired by this process, we apply it to analyze a more general

case.

3.3 General Linear System

Then, the condition is converted into general linear MAS with directed topology.
The controller and triggering function were designed by [35], we extend this
research to consensus state and the influence of triggering function on it.

The dynamics of the ith agent is given as
.7'Cl' (t) = Axi(t) + Bul- (t), (35)

where x;(t) € R™ is the state, u;(t) € RP is the control input, A € R™" and
B € R™P? are the system matrices.

According to [35], the consensus controller is proposed as
i ; —t) .
u;(t) = —cK Z?’=1 a;; (eA(t_t"i)xi(t}ci) - eA(t tkj)xj (tij)), (3.6)

where ¢ > 0 is the coupling gain, K € RP*™ is the feedback gain to be determined,
t,i(i is the most recent event instant of agent i.

The state error defined as
ei(t) = etk (th.) — xi(0),
and the triggering function is designed as

fi@® = llei(Oll — cre™, (3.7)

where ¢; > 0, a > 0 is a constant to be determined.

The overall system can be written as
x(t) =Uy ®A—cL®BK)x(t) — (cL @ BK)e(t),
where x(t) = [x{ (t),, 2y (O], e(®) = [e] (©), -, ex (O]
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Then the solution is
x(t) = e¥'x(0) — fote"’(t_s) (cL ® BK)e(s)ds,

where ¥ =1y @ A —cL ®Q BK.
Lemma 3.3 [35]. Consider the MAS (3.5) with connected and directed topology.

Suppose the triggering function (3.7) with 0 < ¢ < — max; Re(/li(H )). Then, with

controller (3.6), the MAS reaches consensus for any initial state if and only if all
matrices A — cA;BK are Hurwitz. Moreover, the existence of Zeno behavior can be
ruled out.

T21y_; @A+ cAQ®BK € CW-DnxWN-Dn = 4 s part of Jordan normal form of
Laplacian matrix J(L) = [0,05_1;0y_1,4], A; # 0 is the ith smallest eigenvalue
of Laplacian matrix L.

Proof. See Appendix.

Theorem 3.4. Consider the MAS (3.5) with controller (3.6) and triggering function

(3.7), the consensus state tlimx(t) depends on the value of A,,(¥), where A,,(¥)

is the eigenvalue of Jm € R™m*"m  corresponding to the condition:
thm maXi=1,---,S”e]it”F = L!lm ”e]mt”F’ ]i is a block of ]'P = diag(]l) r.]i) r.]S):
—00 —00

Jw 1is Jordan normal form of ¥, s is the number of different eigenvalues of ¥.

If Re(1,,(¥)) < 0, then tlimx(t) = Oyp.
If Re(A4,(¥)) =0, n,, = 1, then

(1 If Im(Am(‘I’)) = 0, the consensus state is a constant vector and locates in a

Clm

region centered at rw7x(0) with radius — 1P 1P (cL & BK)||.

(1) If Im(Am (’{’)) # 0, the consensus state is a periodic varying vector and locates

Clm

a

Am (@)t

in a region centered at e with radius 1P IIPL I (cL & BK)||.

Proof. Consider the triggering function (3.7), it implies that gimllei(t)ll <

limc,e™* =0, ie., l}ime(t) = Onp. Therefore, the change of consensus state
—00

t—>oo
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tlimx(t) is parallel to tlime"'tx(O). In another word, gime"'tx(O) describes the

center region of consensus state and tlim fote‘p(t_s)(cL ® BK)e(s)ds gives the

distance between the center region and exact consensus state.
Here the influence of triggering function is analyzed at first. Similarly, we take

the Euclidean norm on the both sides to acquire the bounds of distance,

lx(t) — e* x(0)II < f, [|le* | llcL ® BKllle(s)llds.

The triggering function (3.7) means t,icl.+1 = inf{t: t > t,‘;i, lle; (O] — cre™ %t >

0}, which implies ||e;(t)|| < c;e™ %,

() = e x(O)Il < fy[le”“2|[lleL ® BKIWNee™*ds.

Then it comes to analyzing e?*. It should be mentioned that, Theorem 3.1
cannot be utilized here because there is no guarantee that ¥ is diagonalizable. As a
result, a more general method is applied here.

Assume ¥ has s distinct eigenvalues {A;(¥),:-,A;(¥)}, there exists a
nonsingular matrix Py € RNN% that Pgl1WP, = J, = diag(J;,***,Js), Ju is the
Jordan normal form of the matrix ¥ and it consists of s Jordan blocks J; € R™*™,

n; means there are n; eigenvalues equal to A;(¥),

A®) 1 e 0
=l o 4w 1
0 0 AWM

The natural exponential function of each Jordan block is

Uy
~

e]it — e’li(lp)t

[——————
o o

[ I
o
————

It follows from the property,
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N |(im—j+1)tI 71
j=1 G-1)!

1
2\2
b

where A,,(¥) is the eigenvalue of ], corresponding to the condition:

lim|le/t]] < lim max |le/i]|z = limeAm(#)t (Z
t—oo towi=1,-,s t—oo

lim max;_; ...s|le’i||z = lim||le/m||.
t—oo T t—-oo

Consider Lemma 2.9,

- wt - -1 Am (@)t ym (m—j+ D
tim el < lim 1P 17, lle#n( S, Cnct DL ()

To ensure the estimation of distance is limited, which means tlimllel‘"tll is
upper bounded, it is necessary that Re(4,,(¥)) < 0 or Re(1,(¥)) =0, n,, = 1.
In detail, in the case when
(1) Re(A,,(¥)) <0

The distance is given as follows

t
tlimllx(t) —e?tx(0)] < tlim J le? 9 ||llcL ® BK|[VNcie~*5ds
—00 —00 0

. _ t O m —it+1)s)-1
< IimVNIIP 1Py lllicL @ BKllc, * f; elm(¥)(e--as yim T e g

=0.

Then consider the center of consensus region. According to (3.8),

: Pt < | -1 A (®)t yNm (p—j+ DU
lim|le™ | < lim [P [[[[Pylle DXy e Y 0.

Thus, tli_)n;e'”x(O) = Onn-
The consensus state is gi_)rgx(t) = Opnp-
(2) Re(An(¥)) =0, n,, =1
lle® Il < 1P I Py l.

The distance betwe